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A B S T R A C T

Argument selection defects, in which the programmer chooses the wrong argument to pass to a parameter from a potential set of arguments in a function call, is a widely investigated problem. The compiler can detect such misuse of arguments only through the argument and parameter type for statically typed programming languages. When adjacent parameters have the same type or can be converted between one another, a swapped or out of order call will not be diagnosed by compilers. Related research is usually confined to exact type equivalence, often ignoring potential implicit or explicit conversions. However, in current mainstream languages, like C++, built-in conversions between numerics and user-defined conversions may significantly increase the number of mistakes to go unnoticed. We investigated the situation for C and C++ languages where developers can define functions with multiple adjacent parameters that allow arguments to pass in the wrong order. When implicit conversions – such as parameter pairs of types (int, bool) – are taken into account, the number of mistake-prone functions markedly increases compared to only strict type equivalence. We analysed a sample of projects and categorised the offending parameter types. The empirical results should further encourage the language and library development community to emphasise the importance of strong typing and to restrict the proliferation of implicit conversions. However, the analysis produces a hard to consume amount of diagnostics for existing projects, and there are always cases that match the analysis rule but cannot be “fixed”. As such, further heuristics are needed to allow developers to refactor effectively based on the analysis results. We devised such heuristics, measured their expressive power, and found that several simple heuristics greatly help highlight the more problematic cases.
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1. Introduction

In statically typed programming languages, each parameter of a function is given a type, and the compiler is responsible for ensuring that only expressions of the expected type are given as argument.1 This helps guard against a bad call to the function if the user specified the arguments out of order, resulting in compile-time errors. Unfortunately, this detection mechanism in compilers is defeated if multiple parameters are declared adjacent to each other with the same type. A swap of adjacent arguments at a call site slips through semantic checks as the types of the swapped arguments still match the interface specified. Given a function \( fn(x, y) \), both ordering of the arguments, \( fn(1, 2) \) and \( fn(2, 1) \), give valid calls. In addition, due to implicit conversions possible in various mainstream programming languages, such as C++, \( fn(1.5, 3) \) is also a valid call, even though the function is not directly taking floating-point values. Developers often use the parameter’s name to convey semantic information about the values expected in place of a parameter. While research has been done on understanding natural language for multiple aspects of the software, including identifiers names (Zhong et al., 2009; Pandita et al., 2012; Robillard et al., 2013), the semantic information conveyed through names are not considered by virtually any compilers of mainstream languages.

Various issues might arise if the developers inadequately pass arguments to functions and do not get a diagnostic about it from the compiler. Run-time issues might cause unexpected results and incorrect execution that could lay hidden unless extensive functional and integration testing is performed, or worse, a trouble report is raised by users or customers affected by the issue.
Inadequately typed function parameters hinder the program’s maintainability. Any development or comprehension effort is set back by questioning why a particular expression was passed to a particular parameter even though the types match. These issues are hard to identify within traditional development pipelines unless, on top of testing the program’s behaviour, developers employ tools specific to catching these issues. Several existing tools are discussed in Section 2 that aim to find argument selection defects using the names of arguments and parameters and finding mismatches between them. However, these tools are all “external” and only integrate into the development process to catch the argument selection defects, vigilance and enforced automation must be done by the projects, such as in form of a continuous integration system. In contrast, the semantic checks performed by the type system is an integral part of the language’s definition, and the compilation process. By encouraging users to use language features instead of external tools, the software project’s quality, understandability, and safety can be proactively enhanced. A proactive solution also helps guard against future mistakes that are undetected before the fact by tools that compare names. In this paper, we show the use case for stronger typing and how to highlight program elements where such strengthening might be necessary. In addition, the design, thought process, and refactoring tools involved in moving to stronger types also allow uncovering additional issues in the project.

Name-based analyses were able to find some severe vulnerabilities that existed in production codebases for long times. A study at Google Inc. (Rice et al., 2017) has found a case where, in a function call involving authentication, the key (of type string) was passed out of order to another string parameter. They deemed this bug the highest priority in the study after laying dormant for more than two years. In that case, the exact match between the parameter name and the argument name made the discovery easy. However, it is realised easily that an authentication key should not be a plain String variable, and as such, stronger typing helps this case immensely. Several other defects were discussed in the paper with various lifetime, with an average of 66 days.

Unfortunately, name-based analyses fall short when there are no practical ways to give names to argument expressions. While searching the bug trackers and histories for well-known projects, we found a mixed string replace issue in LLVM’s build system (Storsjö, 2019). Regular expression libraries commonly take the needle and haystack parameters as just strings. As such, they allow for swapping issues to go undetected if the passed values are created from string literals, not named or nameable variables. We found a similar case in the GNU GCC implementation, where an implementation-specific call for subtraction swapped the two arguments (andreser, 2017).

Although existing tools usually focused on type equivalence or languages with no implicit conversions, the argument ordering mismatch becomes an even greater problem when investigated in the context of C and C++. We detail implicit conversions in Section 4. A bug in production stemming from implicit conversions was found in Mozilla Firefox’s code (Capella, 2016). This finding is interesting in contrast with previous results, as the function had the parameter types bool, int, and two swapped calls to it in the form of f(element, false), making implicit conversions the culprit.

An even more notable case for both C and C++ is the “memset swap”. The standard memset function is defined as

\[
\text{void *memset}(void * buf, int value, size_t num) \]  

A call to memset sets num bytes in the provided buffer to the given numeric value. This function is most commonly used to zero-fill a buffer holding a T object or array by calling memset(&t, 0, sizeof(T)). Unfortunately, developers often place the to-fill buffer and the sizeof relating to the buffer’s type next to one another, in a syntactically valid swapped call, memset(&t, sizeof(T), 0), which results in 0 bytes being set to the value, i.e. no changes. Usually no argument names appear in the call, and thus even if a heuristic “names” the second argument size, the second parameter’s name is sufficiently distinct from “size” to not report the swap. Such memset-related bugs pop up often due to the function having a problematic interface, as evident by various static analysis tools having rules made explicitly for memset (Google, Inc, 2009; Kovács, 2017). While it is unlikely that a standard library function dating back several decades will ever be changed, a highlight of type-based analysis is that it can warn immediately for a potentially offending function, prompting a potential clarification of the design. Our approach would warn about the code that defines memset if it was defined in the project being analysed and not coming from external sources.

As long-living libraries and legacy projects are painful, expensive, and in many cases near impossible to fix, the importance of proactive defence increases. In this paper, we present an automatic static program analysis that diagnoses function definitions that contain multiple adjacent parameters which have compatible types. Targeting definitions instead of call sites benefits developers by warning about an error-prone interface early during the function’s development. The main additional contribution is that we also consider potential implicit conversions from one parameter’s type to the other – a problem that was not evaluated in previous literature. The rule can be applied with minimal effort, as it only uses the source code, and no domain-specific information is required from the user. Our particular implementation was developed on top of the LLVM/Clang Compiler Infrastructure project. Given the reliance on a well-known compiler’s tools, the analysis can be integrated directly into active development, assuming the project can be compiled with Clang.

To measure the applicability of the analysis rule on existing projects, we gathered and measured open-source C and C++ software of various scale and domain. We concluded our study with multiple configurations of the analysis, as detailed in Section 5. When applied to existing projects, we found that the analysis rule produces a massive volume of reports, which are hard to fix by themselves, and the process requires refactoring of the project to eliminate the issue. However, we also found that considering implicit conversions, not just strict type equality, markedly increases the number of potentially bug-prone functions. Although our analysis is applicable for existing projects too, the rule’s primary goal is to prevent the spread of mistakes by defensive design early on in the life cycle of projects. We found that several of the heuristics presented with regards to name-based analyses also apply in our case to allow the hiding of less relevant reports. Additional heuristics for squelching noisy results were derived from the usage pattern of variables.

This paper is an improved and extended version of our previous publication, “The Role of Implicit Conversions in Erroneous Function Argument Swapping in C++” (Szlaiy et al., 2020) published at the IEEE International Working Conference on Source Code Analysis and Manipulation (SCAM). The improved and extended version was created with significant changes as follows. We extended the Introduction and Related Work sections with a more detailed contextualisation of the problem. The sections that detail the model of our analysis were rewritten to be more precise. During the theoretical development of the model that was published in our previous paper, we introduced a shortcoming by accepting only unidirectional implicit conversions between two parameters as sufficient for a warning. This was an over-approximation, as in many cases, when the implicit conversion is only unidirectional, the language prohibits the swapped call, and the compiler reports it as an error. For this paper, this modelling was refined. This
required all of the analyses to re-run and re-evaluated. During the re-evaluation, we manually removed results from generated code. A new Section 6 was added, which details the heuristics for making the more important diagnostics stand out more. We added additional projects to the result set and improved the discussion of the results.

This paper is organised as follows. We discuss prior literature related to the topic of function parameters and argument selection defects in Section 2. We define and detail the main target of our analysis rule, type-equivalent parameter ranges in Section 3. Implicit conversions as a language feature and their theoretical effects on the results are presented in Section 4. In Section 5, we discuss our empirical findings on various open-source projects. Ways to highlight the more pressing issues and suppress those intentional or hard to fix are shown in Section 6. Potential solutions to the problem are overviewed in Section 7. Restrictions of this research are mentioned in Section 8. Conclusions are drawn in Section 9.

2. Related work

Argument selection defects have been investigated for various programming languages in the past. The major difference between our work and the previous state of the art is that the related work is always reactive and uses a posteriori information. The existing literature mainly uses name-based analysis to identify potentially mistaken calls reactively. Some do consider type equivalence and prevent false positive suggestions that do not work because the changed code would contain semantic errors due to types.

Pradel and Gross (2011) emphasise the power of enhanced type checking and static analysis regarding finding anomalies in arguments passed to function calls. They developed an automated tool that requires no additional knowledge apart from the source code of the project itself. The anomaly manifests as some arguments of the same type passed out of order. The analysis tool works by gathering information of all call sites for each function. If argument names at a particular call site are sufficiently unlike all other call sites, a warning is issued. They have analysed their approach on a sizeable real-life corpus of Java applications and found good precision detecting anomalies. A subsequent paper by the same authors (Pradel and Gross, 2013) expands upon the previous work by applying their tool for finding anomalies on more Java and C programs, showing that the problem is not restricted to just Java. The authors improved the accuracy of their method. They also included an additional feature in their tool that searches insufficiently named parameters. Parameters’ names are deemed insufficient if most calls to a function agree on a particular nomenclature, but it differs from the names of the parameters themselves.

Liu et al. (2016) investigated the connection between formal parameter names and the names of arguments passed and concluded in their empirical study that the similarity in most cases takes the two extremes: either very high (almost or precisely the same) or very low (dissimilar). Their study involved 60 real-world Java programs. They also studied their approach for two practical use cases: for suggesting renames of mismatched parameters as inferred from the call sites and for selecting a different argument at a call site from a set of other potential candidates with high precision. The potential candidates for the suggestions are generated from other expressions at the call site and other calls to the same function. Thus the suggestions are broader than only changing the order of arguments passed. This work compares arguments at one call site with the parameters of the called function, and the similarity analysis is done across all arguments of the function, with no regards to the types. The suggestion of better matching arguments, however, does consider type conformity and ignores suggestions that might make the rewritten not pass semantic analysis.

Extending the works mentioned above, Rice et al. (2017) have integrated an automated check for argument mismatches to their development pipeline at Google Inc. They evaluated their implementation on substantially sized corpora of Java projects spanning 200 million lines-of-code, including company proprietary and open-source. They measured the relative power of string distance functions by hand-labelling a test set of approximately 4000 pairs of argument–parameter names to fine-tune the distance functions’ thresholds. The authors devised some additional logic that involves generating a “name” for an argument expression where a name is not trivially obvious, such as when complex expressions’ results are passed as arguments. The paper discusses 84 true positive findings on real projects, one of which was a severe security vulnerability that had laid dormant for more than two years. They also found that the probability of an argument selection anomaly increases quickly once a method has more than 5 parameters.

Similar approaches to those discussed, using string distance metrics were implemented in (Varjú, 2016; 2017) for C and C++ using compiler-based tools to warn about a potentially swapped argument at a particular call site. Scott et al. (2020) have furthered the investigation of argument and parameter name mismatches by using morphemes in SwapD. The tool discussed in their work can find more developer mistakes by comparing the morphemes in the names instead of the whole string, allowing the discovery of crucial recurring “tags” in human-written names. For example, finding that a parameter array.length and an expression X.getLength() are not as dissimilar as a full string distance would deduce, due to both containing the length morpheme. SwapD also employs statistical approaches similar to previous work. The authors found 154 hand-evaluated true positive swaps in a 417 million lines-of-code C and C++ input corpus. They compared their results against the results of Rice et al. (2017) and concluded that the distribution of the probability of swaps when plotted against the number of parameters a function takes differ greatly in C and C++ versus Java, possibly due to the comparatively “weakly typedness” of C and C++. Implicit conversions, a language element discussed and one of the main focus of this paper is a contributing factor to this comparative weakness.

The fact that compilers do not give any semantic worth to human-written identifiers had been identified as an issue of code comprehension and refactoring efforts. Several works discuss how poorly chosen identifier names, including formal function parameters, hinder code comprehension (Peruma, 2019). Multiple kinds and contexts of identifier names have been studied by Butler et al. (2010). Caprile and Tonella (1999) discuss how function names are constructed and that semantic information – lost to compilers and purely syntactic tools – is encoded in the name. Their subsequent work (Caprile and Tonella, 2000) proposes a method for automatically standardising identifier names. Selecting good arguments to function calls has been studied by Zhang et al. (2012). They showed an automated technique, Precise, which suggests arguments at a call site based on a database of calls to the same library from other existing code.

Our approach is similar to the aforementioned works in using accurate semantic information obtained from compilers. However, their works contain an explicit precondition that arguments and parameters must be named or calculated from the surrounding context in some fashion. This is a severe restriction, as it excludes all function calls where literals are passed, such as fn(1, 2). Butler et al. (2011) described means to extract meaningful identifier names from Java source code. These works fall into
the same domain as our paper, but they all attempt at warning developers for mistakes already made, whereas our paper suggests taking a proactive, defensive design and leverage the type system with a priori information.

Several works in the literature discuss the automated, tool-driven synthesis of type constraints. Guo et al. (2006) detail how run-time interaction between variables can be used to infer similarities in the concept represented by some variables and thus unite these variables to have a common, shared type. 

Pusz and Lam (2009) propose a tool that automatically corrects errors in Java programs related to dimensionality – e.g. using an integer variable representing a square number (such as area) for a scalar (such as length) parameter. This tool does interprocedural context-sensitive analysis and infers possible dimensions or units for variables from their usage points. RefinNym (Dash et al., 2018) is an automated unsupervised learning tool that models the flow of values and expressions from one variable to another and suggests more fine-grained types based on the information gathered.

In the future, these works may serve as further steps to take for making software more type-safe. Combining our analysis and previous works discussed, one can obtain a set of “pain points” on which these inferring tools can target.

Chrono, the C++11 standard library for representing time and duration, is related to our work in terms of leveraging the type system to express and enforce dimensions and similar to what is shown by Pusz and Lam (2009). Chrono can be viewed as a solution that aimed to solve some issues discussed in this paper for a particular domain. We detail methods that are also used in Chrono in Section 7.4. Other solutions that enforce dimensionality through the type system also exist for physical units (Pusz, 2019).

The problem applies to other mainstream statically typed programming languages with varying degree. In Fortran, the built-in numeric data types integer, real, and complex convert between each other implicitly during assignments (ISO/IEC JTC 1/SC 22, 1978). The user may place an explicit type signature and a disabling of implicit conversions for the variable, such as by saying implicit none;, followed by integer :: x. No implicit conversions are performed in Fortran for procedure calls.

Similarly, in Java, the implicit conversions possible in the language are numerical conversions between built-in scalar types, e.g. int and float. In addition, there are conversions between stack-allocated scalars – e.g. int – and their heap-allocated, object-inheriting counterparts, dubbed “boxing types” – e.g. Integer – (Arnold et al., 2000). Any other conversions between user-defined types must be explicitly executed by either calling an appropriate constructor of the target type or some other converting function.

Rust provides no implicit type conversions between the built-in primitive types of the language (Rust Programming Language, 2004a). Conversions between user-defined types are done by implementing the From trait (Rust Programming Language, 2004b) for a particular type. Given an input type TIn and a result type T, the From< TIn > trait has one member function, from(val: TIn) -> T, which implements the conversion. This implementation method can be viewed from a C++ way of thinking as if converting constructors were implemented as explicit template specialisations, outside the concerned class’s body. The inverse operation of From can be implemented analogously using the Into trait. In Rust, every source file implicitly defines its own namespace. Access of private members – often needed by conversion functions – is only possible inside the file where the target type is defined. Due to this, we can conclude that while explicit, user-defined conversions are possible in Rust, there is at most one implementation for such conversions for every (T₁, T₂) pairs of conversion functions.

Scala, however, makes the set of implicit conversions even broader than in C++ and gives more options to the users to define implicit conversion functions (EFPL, Lightbend Inc., 2006). Scala performs implicit conversions not only during assignment or parameter passing but also during member access. The first case is similar to that of C++. In the second case, if the user tries to access a member of an expression by saying e.m, in case such member is not defined in the type of e, Scala will try to search and perform an implicit conversion that converts from the type of e to a type that has an m member. In addition, implicit conversions in Scala are scoped and context-sensitive: in contrast with C++ and Rust where the converting functions (implicit or explicit) are defined for the types involved, but otherwise “globally” for the project, implicit conversions in Scala depend upon the visibility of the conversion function. All functions that have the implicit keyword on their definition and are some s ⇒ T functions are implicit conversion functions. This increase in complexity for implicit resolution was found to be a significant issue for compiler performance in Scala projects (Nagy and Porkoláb, 2017). Scala 3, the next upcoming major release of the language at the time of writing our paper, is expected to change the syntactic requirements around implicit definitions – such as implicit conversion functions – by requiring implicit conversions to be derivatives of the Conversion type, and all synthesised code be expressed with the new given keyword (EFPL, 2021).

Several well-known guidelines, restrictions, and domain-specific spin-offs for C or C++, such as MISRA C (Motor Industry Software Reliability Association, 2019) or the SEI-CERT secure coding guidelines (Carnegie Mellon University Software Engineering Institute, 2016), contain rules that guard against implicit conversions of numbers in any context, not specific to function parameters.

3. Type-equivalent parameter ranges

To facilitate moving projects to a preventive design, we shift the problem from detecting bogus call sites to working on the functions’ interfaces instead. There are a few critical differences in C++’s workings compared to Java, which most of the previous related works were targeting. The first such is the extent and way separate compilation (ISO/IEC JTC 1/SC 22, 2017) is done. In C and C++, the compiler is restricted to use the information available only in the translation unit – the currently compiled source file and all headers and module data included in it –, unlike Java, where the compiler is allowed and regularly reads other files where the implementation of functions are available. Certain C++ tools do support so-called cross-translation unit analysis, but it is experimental and limited (Horváth et al., 2018). The name and the type qualifiers of the parameters are not required to be available in a code that is only using a function. Given a function signature such as int f(int, int);, it is evident that the call to the function contains the possibility for arguments to be swapped, and the compiler will still deem the call correct. While the above signature is correct from the language’s perspective, such constructs are extremely rare as developers tend to write the variable names in the header files to give the extra semantic information that is conveyable through identifier names (Lawrie et al., 2006).

The issue of passing arguments that are type-equivalent in a potentially harmful order is not in itself a novel finding. When faced with possibilities of misuse and anti-patterns, teams, project, or a broader community of developers tend to create rules of thumb or guidelines. One such guideline for C++ is the C++ Core Guidelines, drafted initially and curated by the creator of C++, Bjarne Stroustrup. This guideline contains a rule named “Avoid adjacent parameters of the same type” (Stroustrup and Sutter, 2017). To our knowledge, there were no free and open-source automated tools that check for possible violations of this rule before.
#define CPU_WORD_TYPE int
typedef int Number;
using ChumRef = const Number&;
void fn(int i, const int& ir, Number i2, ChumRef ir2, 
CPU_WORD_TYPE w);

Listing 1: All 5 parameters of function fn are mixable with each other at a call site, as all can be passed a value of type int. However, this is not deducible at first glance by simply reading what is written in the function’s signature – especially if the typedefs are in a different location – unless language rules are understood and modelled.

Definition 1. Given a function signature \( f(T_1, T_2) \) and two expressions \( v_x, v_y \) of types \( T_1, T_2 \), respectively, the parameter pair is mixable if a semantically valid, theoretical function call \( f(v_x, v_y) \) is also valid in the swapped order \( f(v_y, v_x) \).

Definition 2. Given a function signature \( f(T_1, \ldots, T_n) \), the type-equivalent parameter ranges are ordered subintervals of the function’s parameters, and in each such interval, every pair of parameters are mixable with each other.

However, solving the trivial “equation” \( T_1 = T_2 \) for the two types is not enough. A possibility of mixing or swapping arguments at a call site might not be apparent at first glance. There are several language features of C and C++ that need to be modelled to deduce the fact that a pair of parameters is mixable.

Listing 1 shows an example of a function where even though all parameters have lexically different types defined, they all may be mixed with one another due to how the language works.

3. Type aliases

Type aliases – introduced with the typedef or using keyword – introduce synonyms between two types in the program. The alias name can be used in any context the language expects a type, and in effect, the program will behave as if the aliased type is referred to. This feature is convenient for several use cases, such as when the actual type depends on configuration parameters, and in C++ template metaprogramming (Vandevoorde et al., 2017) which also employs it. In addition, developers use type aliases to express the various roles a particular type may play in the program — which is futile, as the alias name conveys no additional semantic information on the language level and can only be understood by the developers themselves. However, the created type alias is a weak type alias (compared to the strong type alias, see Section 7.2), because it is completely interchangeable with the aliased type. Due to type aliases always referring the same type “in practice”, type aliases must be resolved and their underlying types considered for the purposes of Definition 1.

3.2. Reference types (C++)

Using a reference type for a variable allows creating variables with different names that all bind to the same instance. Unlike pointers, references cannot be set to point to another object. From the user’s point of view, a reference variable at a usage point behaves precisely like any other variable. During a function call, reference variables allow modifying the state of a variable living outside the function’s scope or accessing an object without copying. In these situations, the “binding power” of an expression must be considered to model the parameters’ mixing possibility. There are two kinds of references, lvalue (\&) and rvalue (\&\&) references, the former binding to named variables, while the latter binding to results of temporary expressions. This means that usually, parameters of non-reference type and different kinds of references to the same type do not allow mixing in the general case.

Unfortunately, there is a special case: an lvalue reference to a const can bind both temporaries and named variables. The variable cannot be modified through the reference – as the referred type is const –, but in the case of temporaries, lifetime extension is performed. During lifetime extension, a temporary object’s lifetime is extended to cover the lifetime of the variable the temporary is bound to. In an expression such as const Matrix\& N = M * v; , the temporary Matrix result of the * operator (“multiplication”) would end its lifetime at the program reaching the end of the full expression, at the ;, running the destructor, and thus releasing owned memory and other resources. Because this temporary is bound to the \& variable, the destruction is only performed when \&’s lifetime ends. Thus, for our model, we define that type T and const T* are mixable, allowing call sites to pass arguments out of order in every situation. This is not true for other combinations of reference and non-reference types, and thus, we consider those combinations non-mixable.

3.3. Qualified types

Types in C and C++ can be given qualifiers, which does not change the representation and semantics of the value behind a variable but change the behaviour of the access itself. There are three qualifiers defined in the language specifications: const, which makes a variable read-only; volatile, which makes accesses to the value forbidden from being optimised — used usually in the case of hardware interactions; and restrict, which enables further optimisations by declaring pointer variables to be disallowed from aliasing the same object. Every type may be qualified with const or volatile, or both. Type qualifiers form a partially ordered set: an expression of type T may always be assigned to variables that are more qualified than T, i.e. a local variable of type volatile int may be passed to a parameter of const volatile int. Making a type more qualified is only a forward operation. Given two expressions of unqualified type T and a function f(T*, const T*), both orderings of the arguments in a call are possible, as either T can increase in qualifiedness. The reversed operation of losing qualifiers is diagnosed already by all major compilers, thus if precisely one of the expressions were of type const T* instead, the mixed call is caught, eliminating the need for deducing such a pair of parameters as a possibly error-prone situation. This diagnosis manifests as warnings for C software, and a compiler error for C++ projects.

Due to projects and coding conventions about how elaborate should qualifiers be outside of function interfaces, we decided that the decision on whether types differing only in their qualifiers are deemed mixable should be a parameter of our model. Some rules of thumb, such as the C++ Core Guidelines (Stroustrup and Sutter, 2017) consider different qualified types to be non-mixable.

4. Implicit conversions

In addition to the aforementioned language features, both C and C++ feature implicit conversions between types, which increase the possibility of arguments being passed in the wrong order,
while also decreasing the visibility of such mistakes when a small view of the code is investigated without tools. The ability for user-defined types and user-defined conversion methods in C++ further extends the problem space. The example in Listing 2 shows how implicit conversions silently allow arguments passed out of order.

If an expression of type \( T_1 \) is used in a context where a dissimilar type \( T_2 \) is expected – e.g. during assignments: \( T_2 \ v = T_1(“xy”) \) – the language specifies the consideration of implicit conversions. One of the cases where implicit conversions might be performed is during function calls, where arguments are bound to parameters.

The C++ language standard (ISO/IEC JTC 1/SC 22, 2017) defines the implicit conversion sequence as the following sequence of 3 operations.

- At most one standard conversion sequence, which further divides to a sequence of 4 operations.
  - At most one lvalue-to-rvalue transformation or pointer decay.
  - At most one numeric promotion or numeric conversion.
  - At most one function pointer conversion.
  - At most one qualification conversion.

- At most one user-defined conversion, i.e. executing either a converting constructor or a conversion operator.

- At most one standard conversion sequence, with the same 4 possible sub-operations as detailed above.

The implicit conversion from the \( T_1 \)-typed expression to the \( T_2 \)-typed context is performed if and only if there exists precisely one, unambiguous, implicit conversion sequence from \( T_1 \) to \( T_2 \).

In the language standard, the implicit conversion process is defined to be necessarily unidirectional. In the context of argument swapping, given a function \( f(T_1, T_2) \), both \( T_1 \Rightarrow T_2 \) and \( T_2 \Rightarrow T_1 \) need to be deduced. If either of these implicit conversions is impossible, then a hypothetical swapped function call will already be diagnosed by the compiler.

User-defined types in C cannot have member methods, and as such, no constructors or conversion operators exist. In place of

\[ \text{Listing 2: Implicit conversion in C++, such as the use of a converting constructor may allow for passing arguments out of order.} \]

while also decreasing the visibility of such mistakes when a small view of the code is investigated without tools. The ability for user-defined types and user-defined conversion methods in C++ further extends the problem space. The example in Listing 2 shows how implicit conversions silently allow arguments passed out of order.

If an expression of type \( T_1 \) is used in a context where a dissimilar type \( T_2 \) is expected – e.g. during assignments: \( T_2 \ v = T_1(“xy”) \) – the language specifies the consideration of implicit conversions. One of the cases where implicit conversions might be performed is during function calls, where arguments are bound to parameters.

The C++ language standard (ISO/IEC JTC 1/SC 22, 2017) defines the implicit conversion sequence as the following sequence of 3 operations.

- At most one standard conversion sequence, which further divides to a sequence of 4 operations.
  - At most one lvalue-to-rvalue transformation or pointer decay.
  - At most one numeric promotion or numeric conversion.
  - At most one function pointer conversion.
  - At most one qualification conversion.

- At most one user-defined conversion, i.e. executing either a converting constructor or a conversion operator.

- At most one standard conversion sequence, with the same 4 possible sub-operations as detailed above.

The implicit conversion from the \( T_1 \)-typed expression to the \( T_2 \)-typed context is performed if and only if there exists precisely one, unambiguous, implicit conversion sequence from \( T_1 \) to \( T_2 \).

In the language standard, the implicit conversion process is defined to be necessarily unidirectional. In the context of argument swapping, given a function \( f(T_1, T_2) \), both \( T_1 \Rightarrow T_2 \) and \( T_2 \Rightarrow T_1 \) need to be deduced. If either of these implicit conversions is impossible, then a hypothetical swapped function call will already be diagnosed by the compiler.

User-defined types in C cannot have member methods, and as such, no constructors or conversion operators exist. In place of

\[ \text{Listing 3: Example where implicit conversions allow all 6 arguments of f to be mixed with one another at a call site. There are various conversations between the built-in scalar types, and the user has declared IntBox to be convertible both to and from an int. A double D = 0.5 variable can be given as all arguments of the function call.} \]
Numeric promotions and conversions allow converting scalar values, such as implicitly considering an int expression of value 0 to be used in place of a double with value 0.0, or that the 0 value is considered as the null pointer or the boolean value false. Thus, there is a two-way passage between numerical types. Enumeration types (enum), but not scoped enumerations (enum class or enum struct), are convertible to their underlying scalar type in C++. The inverse operation, creating a value of an enumeration type from a scalar value, is only possible in C. It is noteworthy that the implicit upcast of a pointer from a derived object to the base instance is also defined as a numerical conversion.

Function pointer conversions is a separate case from the pointer conversions defined as part of numerical conversions. This conversion allows a pointer to a non-throwing (noexcept) function to be used as a potentially-throwing (non-noexcept) function, i.e. noexcept-ness can be discarded. The issue with this conversion at call sites is analogous to the issue of qualified types.

Qualification conversions allow passing a “less qualified” expression – e.g. int – to a “more qualified” – const int – usage context. Similarly to how noexcept-ness can always be lost, const-ness and volatile-ness can always be gained. We discussed this in detail in Section 3.3.

4.2. User-defined conversions (C++)

In addition to the standard conversions, when either type involved in the implicit conversion is user-defined record, the languages allows the execution of at most one user-defined conversion. User-defined conversions take the form of converting constructors and conversion operators, depicted in Listing 3. Converting constructors take a different type as their parameter, while conversion operators produce a return value of a different type. By applying the explicit keyword on a conversion method, the code author can specify that it must not be part of any implicit conversion sequence.

Two properties of C++ allow the resolution of implicit conversions to be computationally easy, both for the compiler and in our analysis, when compared to languages with more elaborate implicits, such as Scala (see Section 2, Nagy and Porkoláb (2017)). First, the user-defined conversion methods must be declared in the involved types’ definitions as member methods. User-defined types may be incomplete – forward declared –, i.e. their names are introduced, but no actual definition is given. In this case, the code which sees only the incomplete types may only perform a limited set of operations on it: most notably, pointers and references can be created to instances of incomplete types. As there is no information about the type’s members, no fields or methods might be accessed or called, and instances cannot be constructed. It follows that in case the compiler sees the complete definition (“body”) of the type – which necessarily holds if a parameter of said type is taken by value –, then it also sees all available methods. Second, the length of implicit conversions is greatly limited due to the ability to only execute one method in total.

For example, one conversion applied in Listing 3 is: double conversion int cc conversion intBox intBox qualification adjustment volatile IntBox.

5. Evaluation

The LLVM Compiler Infrastructure project and its C/C++ compiler frontend, Clang (LLVM Foundation, 2001), offer an elaborate, object-oriented design for accessing the syntax tree of C++ programs. Clang is first and foremost a C++ compiler, but the diverse set of libraries integrated with Clang make it possible to write analysis routines, code transformations, and other tools.

We created an implementation (Whisperity, 2019) of the analysis discussed earlier in Clang-Tidy, a sister project of LLVM/Clang (named “Clang Extra Tools”), which is a framework of syntactic static analysis for C and C++. Clang-Tidy allows the users to run various checks – analysis rules – on their source code and emits the resulting diagnostics in the same fashion as running Clang, the compiler would emit compiler errors. The list of checks to run can be configured by the user, and checks may take additional configuration options too. Clang-Tidy already integrates into various development environments (IDEs) and continuous integration systems.

The analysis is done by requesting the Abstract Syntax Tree (AST, the Clang-specific data structure representing the compiled/analysed source code at hand) for each function definition in the analysed translation unit and applying the rules discussed in Sections 3 and 4 using Clang’s API. At the time of writing this paper, the analysis rules is under discussion for introduction to the official LLVM/Clang codebase. The modelling routines of the implemented analysis themselves were tested with synthetic unit tests during development, which were combinatorially derived from the language rules.

5.1. Running the analysis

Until the analysis is accepted and merged into the official LLVM/Clang code, the analysis can be run manually by obtaining a new enough version of LLVM/Clang’s source code. At the time of writing this paper, the official repository of LLVM resides on GitHub. Version 12 of LLVM is the newest release on top of which the code can be applied. Our implementation’s code (Whisperity, 2019) and the subsequent, dependent patches must be applied over the official source code first to gain access to the implementation. Note that the code – as appearing in LLVM’s code review system – might change as the code review progresses. Once the patching has been done successfully, the local copy of LLVM is ready to be compiled. LLVM is written in C++ and uses CMake for compilation. It is essential to define the -DLLVM_ENABLE_PROJECTS variable during the build configuring cmake call to be "clang;clang-tools-extra". The latter element, clang-tools-extra enables building Clang-Tidy; otherwise, it would not appear amongst the build targets. Additional details regarding the configuration variables and the build process, such as the underlying build system – using ninja is preferred – is discussed in the official documentation.

The configuration options for the implementation can be given directly to the Clang-Tidy invocation or via a .clang-tidy file in the project’s tree. All relaxations (see Section 5.3) and filtering heuristics (see Section 6) can be enabled through these configuration options. To build the documentation for the checker, install the Sphinx documentation generator and specify

```
-DLLVM_BUILD_DOCS=ON -DLLVM_ENABLE_SPHINX=ON
```

Once cmake has finished generating the build, calling ninja clang-tidy will build Clang-Tidy, its dependencies and the related tools. The resulting executable is available, relative to the build directory – where cmake was executed – as bin/clang-tidy. For the documentation, executing ninja docs-clang-tools-html will generate them, and make them available under tools/clang/tools/html.

To run the analysis on a source file or a project, first, the analysis’s subject project must be downloaded and its compilation database file created. This file contains the exact compiler

invocation flags the project is being compiled with. If the project uses CMake, it can automatically emit the compilation database by specifying --cmake-export-compile-commands=on during configuration. In case the project is using conventional Makefiles, a build logging tool, such as CodeChecker (Ericsson, 2014) can splice itself into the build system and emit such a file.

Once the test project is built, and the compilation database is ready, the analysis can be run by calling clang-tidy

--checks='+-,bugprone-easily-swappable-parameters'
-p build-directory source-file.cpp

The argument passed to --checks sets only our analysis routine to execute and disables every other rule in Clang-Tidy. The results of the analysis is printed to the standard output of the executed binary in the form of compiler diagnostics.

For whole-project analysis, CodeChecker’s automation via the check command can be used instead. It automatically executes Clang-Tidy for every source file of the project, as listed in the compilation database, and saves the diagnostics. These results can later be viewed in a Web application by running a CodeChecker server locally and uploading via the CodeChecker store command (Márton and Krupp, 2020). The web browser interface allows the user to interactively search the reports based on the file reported in, or filter, or sort by the output message. In addition, for teamwork with other developers, a shared web server allows other developers to assign textual comments to the reports or manually mark them as true or false positives. We used these capabilities built into CodeChecker during our evaluation, especially for the case study discussed in Section 5.7.

5.2. Analysed projects

We gathered a sample of open-source projects, from small to large scale, encompassing various domains, from system tools to machine-learning image processing libraries. Some of the projects gathered were part of a “test set” for contemporary articles targeting C* static analysis (Horváth et al., 2018; Horváth et al., 2020), while others were selected by trying to find projects similar in scope and size to those analysed in previous work, which mostly focused on Java. The list of the projects, with the versions we used for analysis, is shown in Table 1.

The system requirements of the analysis are consistent with other compiler-based tools, taking between mere seconds and 5 min for each project per configuration on a contemporary middle-class 8-core system. Most of the time during the analysis is spent in the semantic analyser of the compiler, which operation is irrespective of our specific rule or its implementation. As our analysis runs on the syntax tree, the parsing must be performed. The only outlier in terms of execution time was LLVM itself, for which the analysis took 50 min.

We executed our measurements on a computer with Intel® Core™ i5-8350U processor with 4 physical cores – with HyperThreading™ allowing 8 logical cores – at 2.8 GHz speed. It had 16 GiB DDR4-2400 MHz memory, and a Samsung™ PM981 256 GiB NVMe™ storage device. C* compilation and static analysis are single-threaded for a translation unit, using between 1 and 1.5 GiB of memory for each process.

5.3. How many functions are affected?

A detailed breakdown of the number of functions we found to have at least one pair of adjacent mixable parameters is shown in Table 2. We compared the individual relaxations or extensions of the type equivalence (strict mode) to type convertibility to see how many functions produced reports. Users of the analysis can toggle between these relaxations with configuration options to fit their project’s needs.

The A column shows the number of functions that the analysis routine picked up on and started calculating the convertibility between types for. This is not all the functions that are found in the project. First, we only consider functions that are definitions – as opposed to declarations – in the project’s source code. We ignored functions that come from “system headers”, which are commonly used by developers in the project configuration to tell compilers and tools that the code in those files are from third-party libraries outside of the developers’ jurisdiction. Producing diagnostics only for the function definitions in the analysed project’s code allows us to only report issues that the developers have a chance to fix. Two additional kinds of functions were omitted from the analysis. We ignored overloaded operators, which may only have at most 2 parameters in C*, due to their high false positive rate. Using overloaded operator symbols is usually an indication of implementation of custom mathematical operations. Also, we did not match and model for instantiated function templates. The reasoning behind the latter is explained in detail in Section 8. None of the functions that match the aforementioned ignore criteria are part of the count of functions in the A column. Compared to our previous paper (Szalay et al., 2020), these factors contributed to the change in the number of analysed functions. In the case of OpenCV, this drop was massive, reducing the analysed functions from 11 760 to 6 746. However, such a drop is reasonable as OpenCV uses user-defined overloaded operators immensely in their codebase in the underlying mathematical structures’ implementation.

We also implemented a way for users to specify certain parameter names and parameter types that shall be ignored. By default, and during our evaluation, the parameter type names representing various iterator types were filtered, as iterators, passed always as two parameters highlighting a left-closed, right-open range, would be a common cause for superfluous warnings. The Ranges library introduced in C++20 allows swapping pairs of iterators with a single, more strongly typed parameter. We decided to exclude all parameters that are unnamed in the definition – the rationale behind this being that unnamed parameters of the definition cannot be used by the function body in any context, and such cases usually indicate a necessary interface that cannot be changed, usually because the function’s signature has to match a polymorphic function inherited from a base class or a function type required by an external library. Such functions were part of the analysed function set, and thus, counted in the value in the A column, as the implementation investigated the function, and only when doing so, deemed the parameter not to be analysed and reported in a potential mix.

### Table 1

<table>
<thead>
<tr>
<th>Language Project</th>
<th>Lines of code Release Commit</th>
</tr>
</thead>
<tbody>
<tr>
<td>curl</td>
<td>138 067 7.67 0 3ebf725</td>
</tr>
<tr>
<td>git</td>
<td>223 924 2.24 1 55ab6cf</td>
</tr>
<tr>
<td>netdata</td>
<td>75 546 1.19 0 5800257</td>
</tr>
<tr>
<td>PHP</td>
<td>708 424 4.71 0 ba1aa8b</td>
</tr>
<tr>
<td>Postgres</td>
<td>841 577 12.1 0 778511</td>
</tr>
<tr>
<td>Redis</td>
<td>122 561 5.07 0 4b91612</td>
</tr>
<tr>
<td>Tmux</td>
<td>45 135 3.0 0 0bb6b19</td>
</tr>
<tr>
<td>Bitcoin</td>
<td>145 949 0.19 0.1 9bcf9883</td>
</tr>
<tr>
<td>CodeCompass</td>
<td>23 810 0 0 176c58d</td>
</tr>
<tr>
<td>guetzli</td>
<td>7 328 1.0 0 aef4fa2</td>
</tr>
<tr>
<td>LLVM/Clang</td>
<td>3 100 139 0 0 399d5a</td>
</tr>
<tr>
<td>OpenCV</td>
<td>952 484 4.2 0 b685a6</td>
</tr>
<tr>
<td>ProtoBuf</td>
<td>214 895 3.11 2 4e870bc</td>
</tr>
<tr>
<td>Teseract</td>
<td>148 968 4.1 0 528bbcc</td>
</tr>
<tr>
<td>Xerces</td>
<td>173 540 3.2 2 7c3ce8</td>
</tr>
<tr>
<td>Z3</td>
<td>462 454 4.8 9 7934f45</td>
</tr>
</tbody>
</table>

The A column shows the number of functions that the analysis routine picked up on and started calculating the convertibility between types for. This is not all the functions that are found in the project. First, we only consider functions that are definitions – as opposed to declarations – in the project’s source code. We ignored functions that come from “system headers”, which are commonly used by developers in the project configuration to tell compilers and tools that the code in those files are from third-party libraries outside of the developers’ jurisdiction. Producing diagnostics only for the function definitions in the analysed project’s code allows us to only report issues that the developers have a chance to fix. Two additional kinds of functions were omitted from the analysis. We ignored overloaded operators, which may only have at most 2 parameters in C*, due to their high false positive rate. Using overloaded operator symbols is usually an indication of implementation of custom mathematical operations. Also, we did not match and model for instantiated function templates. The reasoning behind the latter is explained in detail in Section 8. None of the functions that match the aforementioned ignore criteria are part of the count of functions in the A column. Compared to our previous paper (Szalay et al., 2020), these factors contributed to the change in the number of analysed functions. In the case of OpenCV, this drop was massive, reducing the analysed functions from 11 760 to 6 746. However, such a drop is reasonable as OpenCV uses user-defined overloaded operators immensely in their codebase in the underlying mathematical structures’ implementation.

We also implemented a way for users to specify certain parameter names and parameter types that shall be ignored. By default, and during our evaluation, the parameter type names representing various iterator types were filtered, as iterators, passed always as two parameters highlighting a left-closed, right-open range, would be a common cause for superfluous warnings. The Ranges library introduced in C++20 allows swapping pairs of iterators with a single, more strongly typed parameter. We decided to exclude all parameters that are unnamed in the definition – the rationale behind this being that unnamed parameters of the definition cannot be used by the function body in any context, and such cases usually indicate a necessary interface that cannot be changed, usually because the function’s signature has to match a polymorphic function inherited from a base class or a function type required by an external library. Such functions were part of the analysed function set, and thus, counted in the value in the A column, as the implementation investigated the function, and only when doing so, deemed the parameter not to be analysed and reported in a potential mix.
Table 2
Detailed count of functions producing at least one mixable adjacent parameter diagnostic across the analysis rule’s relaxation/extension configurations. Note that the same function might be matched by either of the relaxations individually, and the results’ cardinality from enabling both relaxations is not merely the sum of the individual modes.

<table>
<thead>
<tr>
<th>Lang. Project Functions analysed (A)</th>
<th>Strict (S, Section 3)</th>
<th>CV (Section 3.3)</th>
<th>Imp (Section 4)</th>
<th>CV ∪ Imp</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (total) % of A</td>
<td>T % of A + vs. S</td>
<td>T % of A + vs. CV</td>
<td>T % of A + vs. Imp</td>
<td></td>
</tr>
<tr>
<td>curl</td>
<td>865 134 15.49%</td>
<td>153 17.80%</td>
<td>19 209 24.16%</td>
<td>75 228 26.36%</td>
</tr>
<tr>
<td>git</td>
<td>5641 1418 25.14%</td>
<td>1466 25.95%</td>
<td>18 1595 28.28%</td>
<td>177 1644 29.14%</td>
</tr>
<tr>
<td>netdata</td>
<td>719 227 31.57%</td>
<td>243 33.80%</td>
<td>16 294 40.89%</td>
<td>67 308 42.84%</td>
</tr>
<tr>
<td>C</td>
<td>5984 1272 28.57%</td>
<td>1304 21.79%</td>
<td>32 1509 24.16%</td>
<td>75 19 25.72%</td>
</tr>
<tr>
<td>Postgres</td>
<td>9436 2696 28.57%</td>
<td>2804 29.72%</td>
<td>108 3708 42.84%</td>
<td>1012 3820 40.48%</td>
</tr>
<tr>
<td>Redis</td>
<td>1745 393 22.52%</td>
<td>418 23.95%</td>
<td>25 454 26.02%</td>
<td>61 484 27.74%</td>
</tr>
<tr>
<td>TMax</td>
<td>1032 248 24.03%</td>
<td>259 25.10%</td>
<td>11 298 28.88%</td>
<td>50 306 29.65%</td>
</tr>
<tr>
<td>C++</td>
<td>1773 394 22.22%</td>
<td>412 23.24%</td>
<td>18 499 28.14%</td>
<td>105 512 28.88%</td>
</tr>
<tr>
<td>CodeCompass</td>
<td>191 27 14.14%</td>
<td>27 14.14%</td>
<td>0 28 14.66%</td>
<td>1 28 14.66%</td>
</tr>
<tr>
<td>guetzli</td>
<td>153 72 47.06%</td>
<td>76 49.67%</td>
<td>4 75 49.02%</td>
<td>3 81 52.94%</td>
</tr>
<tr>
<td>LLVM-CTE</td>
<td>32339 6109 18.89%</td>
<td>6181 19.11%</td>
<td>72 6187 21.08%</td>
<td>704 6898 21.33%</td>
</tr>
<tr>
<td>OpenCV</td>
<td>6746 3286 48.71%</td>
<td>3414 50.61%</td>
<td>128 3590 53.22%</td>
<td>304 3714 55.05%</td>
</tr>
<tr>
<td>ProtoBuf</td>
<td>1997 313 15.67%</td>
<td>317 15.87%</td>
<td>4 386 19.33%</td>
<td>73 392 19.63%</td>
</tr>
<tr>
<td>Tesseract</td>
<td>1594 446 27.98%</td>
<td>462 28.98%</td>
<td>16 465 29.17%</td>
<td>19 532 33.38%</td>
</tr>
<tr>
<td>Z3</td>
<td>9673 2600 26.88%</td>
<td>2608 26.96%</td>
<td>8 2793 28.87%</td>
<td>193 2801 28.96%</td>
</tr>
</tbody>
</table>

We manually removed all diagnostics from the result set that pointed to what was clearly and trivially identifiable generated code. Only a few of the projects – most notably CodeCompass and LLVM – had such examples. We considered files that were not part of the project’s source tree before the build or were explicitly created in directories such as build/ as generated code. Generated code is not written directly by the users, and the insertion point of error is not in the generated code text.

The individual analysis modes refer to configurations as follows.

- In **Strict** mode, only exact type-equal ranges are matched, with typedefs and references (see Sections 3.1 and 3.2) always diagnosed.
- CV mode allows mixing types that only differ in their qualifiers (see Section 3.3), e.g. allowing (int, const int) to match.
- Imp mode enables calculating and considering implicit conversions (see Section 4), e.g. (double, int).
- In **CV ∪ Imp** mode, both relaxations are enabled, e.g. the following are also mixable: (double, const int).

On average, 23% of the functions in the projects matched in the strict type equivalence check, while this figure rises to 33% with implicit conversions modelled.

5.4. How long are the mixable ranges?

Reports of length 2 ranges are the most prevalent across all projects and configurations, making up three-fourths of the total findings. These results are consistent with findings in existing literature (see Section 2, Pradel and Gross (2013), Rice et al. (2017), Varjú (2017)) employing name-based analysis to find ordering issues, where single adjacent arguments’ swaps were the majority of noteworthy findings. Exact counts of findings for each project for strict – most restrictive – and CV & Implicit – least restrictive – configurations are shown in Table 3. The average number of findings of a particular length is depicted in Fig. 1. We plotted the results for C and C++ separately due to the broader set of what is considered implicit conversions in C++. While it is natural from the languages’ rules that relaxing the “equal type” predicate and searching for longest subranges result in longer ranges being matched or adjacent ranges being joined together, the order of increment between most and least restrictive configurations shows a powerful creep towards the longer ranges.
5.5. How different types contribute to the issue?

Not all types are used equally in projects. To tackle the issue and understand how refactoring might take place, it is interesting to look at the distribution of involved types. We have investigated the reports in the test projects and hand-categorised the types of the parameters found in reported ranges into the following 7 categories.

1. **Fundamental numeric**: The fundamental, built-in, “keyword” numeric types, including integers and floating-point numbers, and trivial type aliases of these.
2. **Custom numeric**: Other types of scalar nature, such as custom precision integers (e.g. int512).
3. **C arrays**: Classic C-style array types, such as int T[1], whether known or unknown size.
4. **Buffers**: Type-erased (void*) or template (arrayRef<T>) wrappers over buffers – including sockets – and arrays of or pointers to std::byte.
5. **Strings**: Parameters that take char*, std::string or types related to string operations, like std::string_view, llvm::SmallString. Due to std::byte only introduced in C++17, several projects that deal with “buffers” do it through char*, and it is not easy to distinguish the two cases.
6. **Framework types**: All standard (POSIX, C Standard Library, C++ STL) types that do not fit into the previous categories, and every type that comes from a well-known framework the project depends on – such in Bitcoin’s case, Qt.
7. **The last category, Project-specific**, is the fallback bucket where every other type not fitting the previous categories are put. These types user-defined for the project at hand.

There is no possibility of passing a non-pointer in place of a pointer without the compiler catching it. The difference between a reference parameter and a value parameter is only in terms of whether the changes to the object is visible outside the function’s scope. Due to this, pointers or references of a type T is counted in the same bucket as if T was taken by value, except for char*. The relative number of types involved in the findings for a particular configuration is depicted in Fig. 2.

**Fundamental numeric** and **project-specific** categories being the two largest across the evaluation follows natural expectations. The authors were surprised that the size of the former increases markedly for C and considerably for C++ when implicit conversions are reported, and their share only grows even when filtering heuristics (see Section 6) are applied, showing that there is a corpus of functions similar in nature to f(int a, double b).

Our findings confirm that the low level of detail in projects’ types allows for misuse through poorly chosen arguments. This marks the need for tools to help prevent the mistakes happening by considering implicit conversions in addition to type equivalence.

5.6. Details on exceptional findings

Several functions in LLVM, such as WriteSecHdrEntry, resolveRelocation take 10 numeric parameters with no restriction or semantic information to be inferred from the type. OpenCV uses the types InputArray and OutputArray as wrappers to indicate whether their functions take input or output parameters. These types can be constructed, according to the documentation, deliberately from seemingly all major data structures used in the
project in an implicit fashion and should “never be used directly”.⁸ There are several functions with large sets of mixable arguments resulting from this “type erasure”. cv::rectify3Collinear takes 8 InputArrays, then a numeric type, then 4 InputArrays and 7 OutputArrays.

In PostgreSQL, the longest result is a function named TypeCreate that has 20 numeric parameters adjacently. Other functions - such as rrdset_create_custom - do not distinguish between the various string-like arguments received, accepting any const char*s. There are similar matches in Tesseract OCR of functions with ≥ 9 adjacent numeric arguments.

We have seen that there are several functions in the projects which contain lengthy mixable parameter ranges. Contrary to our expectations, there were not many bug reports stemming from argument selection issues found in issue trackers for well-known public repositories. A likely reason for this is that most erroneous function calls are detected through other, potentially more expensive means, such as manual or automated testing systems ahead of or during code review, and apart from a few extreme cases, are stopped in time before making it into a production release.

5.7. Case study: How actionable are the reports?

All analyses, but especially static analysis, always carries the possibility of false positives that are hard to investigate. It has been shown in studies by Peters and Zaidman (2012) and Kovács and Szabados (2016) that developers, in general, are often not concerned about code smells, and code quality only improves when personal motivation is present. Due to this, ensuring that the tool results are useful and actionable is paramount. Some projects produce multiple hundreds or even thousand results even in the strictest analysis, with the report ratio hovering between 20% and 30%, as depicted in Table 2. We have selected three projects from the result set and manually investigated every report produced: Bitcoin, CodeCompass and Xerces. These projects are medium-sized, produce only a few hundred results which can be digested by one or two people, and the projects themselves are comparatively easy to understand, as they deal with very specific purposes that are not extremely abstract or domain-specific either. In the case of CodeCompass (Porkoláb et al., 2018), we are also the developers of the project, so we could gather an inside view of how the reports are useful during a practical evaluation by actual developers receiving them. We do not have an affiliation with Bitcoin and Xerces.

Listing 4: All 4 parameters of the function share the same type (int), and thus a mixable adjacent parameter range of all parameters would be diagnosed. While the diagnostic is valid in a pedantic sense, such a warning is not useful for developers. It is visible from the function’s body that parameter pairs (a, b) and (c, d) are “used together”, and thus, swapping them might not be an issue in the context of type safety. The relatedness heuristics remove such pairs, leaving only the range [b, c] to be reported as a mixable.

6. Turning formal interface checks into actionable analysis

The evaluation of the pure interface check shows that such a sterile checking of types via an interface guideline or rule is not good enough to be practically applicable in the general case. We used both the language rules and practical experience to devise some rules that aim to silence a subset of the generated warnings in order to have the more important and perhaps more easily fixable issues highlighted to the developers. These heuristics may take false negative decisions, which is precisely why, in the implementation, all are user-configurable. Our suggested way of actionable refactoring is to start with these heuristics turned on. Once all results from the analysis are consumed – either fixed, or deemed a false positive – turn off one of more of the heuristics and analyse their project again.

Definition 3 extends Definition 1 with the heuristic predicate. An example of the heuristics is shown in Listing 4.

Definition 3. Given a function signature fun(T₁ Y₁, T₂ Y₂), parameters Y₁ and Y₂ are mixable after filtering, if they are mixable – as per Definition 1 –, and a filtering predicate \( ϕ(Y₁, Y₂) \) does not hold.

The heuristics detailed below have been made part of the implementation, and we analysed how the amount of matched functions and the length of the reports changed. The results are shown in Tables 5 and 6, respectively. On average, around half of the reported functions were discarded using the heuristics. The heuristics’ potency at cutting away the excessively long reports follows naturally from the method applied.

---

⁸ Quote from the documentation of cv::InputArray (Xperience AI, 2019): “The class is designed solely for passing parameters. That is, normally you should not declare class members, local and global variables of this type”.

---

Table 4: The classification of individual bug reports of strict [Section 3] and most relaxed (Sections 3.3 and 4) mode analysis across the hand-evaluated projects. Reports were put into either of the three categories true positive, false positive, or heuristically discard. The HD ✓ rows show the number of reports that were successfully discarded from the HD-classified reports.

<table>
<thead>
<tr>
<th>Project</th>
<th>Bitcoin</th>
<th>CodeCompass</th>
<th>Xerces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>456</td>
<td>33</td>
<td>512</td>
</tr>
<tr>
<td>TP</td>
<td>185</td>
<td>40.57%</td>
<td>26</td>
</tr>
<tr>
<td>FP</td>
<td>185</td>
<td>40.57%</td>
<td>2</td>
</tr>
<tr>
<td>HD</td>
<td>86</td>
<td>18.86%</td>
<td>5</td>
</tr>
<tr>
<td>HD ✓</td>
<td>84</td>
<td>97.67%</td>
<td>5</td>
</tr>
</tbody>
</table>

| Total   | 809     | 35          | 725    |
| TP      | 532     | 65.76%      | 27     | 77.14% | 429   | 59.17% |
| FP      | 178     | 22.00%      | 2      | 5.71%  | 159   | 21.93% |
| HD      | 99      | 12.23%      | 6      | 17.14% | 137   | 18.90% |
| HD ✓    | 97      | 97.98%      | 6      | 100%   | 136   | 99.27% |

Table 2. We have seen that there are several functions in the projects which contain lengthy mixable parameter ranges. Contrary to our expectations, there were not many bug reports stemming from argument selection issues found in issue trackers for well-known public repositories. A likely reason for this is that most erroneous function calls are detected through other, potentially more expensive means, such as manual or automated testing systems ahead of or during code review, and apart from a few extreme cases, are stopped in time before making it into a production release.

Table 3. We have seen that there are several functions in the projects which contain lengthy mixable parameter ranges. Contrary to our expectations, there were not many bug reports stemming from argument selection issues found in issue trackers for well-known public repositories. A likely reason for this is that most erroneous function calls are detected through other, potentially more expensive means, such as manual or automated testing systems ahead of or during code review, and apart from a few extreme cases, are stopped in time before making it into a production release.

Table 5. We have seen that there are several functions in the projects which contain lengthy mixable parameter ranges. Contrary to our expectations, there were not many bug reports stemming from argument selection issues found in issue trackers for well-known public repositories. A likely reason for this is that most erroneous function calls are detected through other, potentially more expensive means, such as manual or automated testing systems ahead of or during code review, and apart from a few extreme cases, are stopped in time before making it into a production release.

Table 6. We have seen that there are several functions in the projects which contain lengthy mixable parameter ranges. Contrary to our expectations, there were not many bug reports stemming from argument selection issues found in issue trackers for well-known public repositories. A likely reason for this is that most erroneous function calls are detected through other, potentially more expensive means, such as manual or automated testing systems ahead of or during code review, and apart from a few extreme cases, are stopped in time before making it into a production release.
6.1. Ignoring bool parameters

A typical cause of lengthy findings is the numerous sequence of bool parameters, such as LLVM’s function AnalysisDeclContext-Manager that takes 12 toggles. However, bools are not easily refactored to safer, stronger types (see Section 7) without increasing the source code’s verbosity with little help to adding additional semantics to something as simple as a boolean. Enforcing coding conventions, such as requiring the name of the parameter to be typed out when passing a boolean literal or requiring boolean variables to always match the parameter’s name, make existing name-based analyses (Rice et al., 2017) excel at catching switches of booleans. However, the concept of relatedness—selectors—they select either a or b to another function, depending on conditions.

Parameters that are returned by the current function in different return statements are deemed related. We call such functions “selectors” – they select either a or b as their return value, depending on conditions.

For record types, parameters that have the same data member accessed or member function called inside the function, even if in different expressions, are also considered related. This latter case captures the intent of the two parameters being used in a similar fashion, and this rule is exceptionally capable at – despite the lack of flow-sensitive analysis – silencing operations, such as comparisons, which first take the member of a record into a local variable, and perform something with these local variables.
Definition 4. Let $\ell_1$ and $\ell_2$ be the lengths of the strings $n$ and $m$, respectively. Let $n^p$ be $n_1 \ldots n_{1+k}$; $n^m$ be $n_{k+1} \ldots n_1$ -- $n$'s prefix and suffix ignoring $k$ letters. $m^p$ and $m^s$ are analogous for $m$. The string $n$ and $m$ are prefix/suffix covers of each other with at most $k$ difference if $\exists S_1, S_2 : |S_1| \leq k \land |S_2| \leq k$, and from $(n = n^p \land S_1 \land m = m^s \land S_2 \land n^p = m^s)$ and $(n = S_1 \land m = S_2 \land m^p \land n^m = m^n)$ at least one holds.

Corollary 1. Selecting $k = 0$ collapses the previous requirements to "$n = m$", effectively turning off the heuristic, as two parameters cannot have the same name in the same function.

Examples of heuristically removable cases from Section 5.7 include names of the following fashion: LHS, RHS; Qnat, Rnat; Tmat; text1, text2. The former two are examples of a suffix cover, while the latter is a prefix cover, with one letter difference. We did our practical evaluation with $k = 1$ threshold, as this covers the vast majority of cases that are beneficial to ignore. From the point of enhancing type safety and guarding against swapping, text1, text2, ... carries little information to the developer (Rice et al., 2017), but tells us that diagnosing such constructs would only produce noise.

7. Methods for strengthening function interfaces

In the following, we will overview a few solutions that could prove useful to disallow badly ordering similarly typed arguments. Some of the solutions are useful in industrial-scale projects if the developers consistently implement them. At the same time, some are theoretical for the general situation, with implementations existing for specific use cases.

6.3. Removal of named parameters following a pattern

Developers encode semantic information in the symbol names. This information can be used to identify the cases where the similarity of the names indicate that the parameters are designed to be used in a similar fashion, even if such relation cannot be deduced from looking at the body of the function. Rice et al. (2017) noted that even for name-based analysis, certain families of names lack information to be useful. Our predicate here, present in the implementation as another user-configurable option, follows a similar rationale.

Given two parameters ($p_1, p_2$) and a dissimilarity threshold $k$, the pair is ignored if their names are each other's prefix or suffix with at most $k$ letters of difference on the non-common end.

<table>
<thead>
<tr>
<th>Lang.</th>
<th>Project</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>≥ 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S/RF</td>
<td>CV-I/RF</td>
<td>S/RF</td>
<td>CV-I/RF</td>
<td>S/RF</td>
<td>CV-I/RF</td>
</tr>
<tr>
<td>curl</td>
<td>72</td>
<td>145</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>git</td>
<td>512</td>
<td>667</td>
<td>25</td>
<td>55</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>netdata</td>
<td>95</td>
<td>160</td>
<td>14</td>
<td>24</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>C</td>
<td>PHP</td>
<td>554</td>
<td>724</td>
<td>42</td>
<td>78</td>
<td>4</td>
</tr>
<tr>
<td>Postgres</td>
<td>1 47</td>
<td>1 814</td>
<td>114</td>
<td>313</td>
<td>33</td>
<td>94</td>
</tr>
<tr>
<td>Redis</td>
<td>1 49</td>
<td>1 805</td>
<td>115</td>
<td>15</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>TMux</td>
<td>77</td>
<td>128</td>
<td>4</td>
<td>9</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Bitcoin</td>
<td>1 13</td>
<td>177</td>
<td>11</td>
<td>22</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>CodeCompass</td>
<td>1 3</td>
<td>1 3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>guetzli</td>
<td>25</td>
<td>32</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>LLVM-CTE</td>
<td>1 824</td>
<td>2 299</td>
<td>154</td>
<td>243</td>
<td>34</td>
<td>53</td>
</tr>
<tr>
<td>C++</td>
<td>OpenCV</td>
<td>925</td>
<td>1 179</td>
<td>107</td>
<td>194</td>
<td>23</td>
</tr>
<tr>
<td>Protobuf</td>
<td>107</td>
<td>1 46</td>
<td>6</td>
<td>18</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Tesseract</td>
<td>279</td>
<td>344</td>
<td>41</td>
<td>62</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>Xcerc</td>
<td>1 19</td>
<td>154</td>
<td>7</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Z3</td>
<td>425</td>
<td>539</td>
<td>48</td>
<td>64</td>
<td>6</td>
<td>14</td>
</tr>
</tbody>
</table>

7.1. Declaring forbidden overloads

The issue of implicit conversions can be side-stepped in C++ by explicitly creating overloads that are marked with the `delete` specifier. For example, given functions `void f(int) = delete;` and `void f(long)`, calling `f(42);` will resolve to the deleted overload as opposed to performing an implicit conversion, and a compile error will be emitted.

While theoretically, such a solution properly fixes the issue with implicit conversion, generating all possible to-disable overloads for all possibly affected functions is a daunting task. It would also result in severe code bloat by having $O(n^2) - 1$ disallowing declarations for each pair of mixable parameter pairs identified.

7.2. Explicit type aliases

One possible solution to badly ordered arguments is to replace the adjacent types with such that are incompatible with each other. An example of wrapping two `ints` can be seen in Listing 5. This technique is commonly called an explicit type alias or a semantic typedef and works by creating a wrapper type over the wrapped type and providing wrap and unwrap methods. There is no run-time performance drawback of the technique, as all major compilers optimise the relevant calls away. Once the types of parameters are succinctly distinct, any mixed arguments will be immediately reported by the compiler as an error. This makes the conversion explicit in the code, similar to what is required in Java (see Listing 2). Given the additional function calls being optimised out and due to `value semantics`, the semantic typedef instance's size and behaviour are the same as the single variable contained within, with no additional steps to take at the destruction.

This is not the case in Java, where heap allocations are done, and the boxing types cause a performance hit, as shown by Chiba (2007). In the same year automatic, just-in-time inlining of reference-semantic objects inside their parents was proposed by Wimmer and Mössenböck (2007) to speed up the access to member objects that are composited -- based on their usage -- instead of aggregated. While related, this feature deals with member objects' members, and not specifically the boxing types; however, the notion could be applied for boxing too. We found no discussion on whether this implementation or something alike made it upstream and became generally available. Even though the Java Virtual Machine is continuously evolving, the performance issues with boxing appear to remain to this day.
There are proposals to change the language’s specification to allow the usage of true value semantics (Rose, 2012), or to allow generic programming with the primitive value types of Java (Goetz, 2014). The former proposal’s feasibility is actively investigated in Project Valhalla, the Java Development Kit’s feature incubator project.

Semantic typedefs offer an easy and straightforward solution but cause an explosion in the number of types visible in scope, which may hurt compilation time and lessen development productivity (Sillito et al., 2008). Built-in support for such language elements is part of neither C nor C++. Other languages, such as Haskell, support a similar notion via the `newtype` directive. There were proposals (Brown, 2013, 2015) to include opaque typedefs for C++ but these have not yet made it into the language. Similarly, Baráth and Porkoláb (2015) discusses a wrapper class over numeric conversions. The LLVM project, in which several functions take multiple boolean parameters adjacent to each other (see Section 6.1) have been using comments to indicate which parameter is assigned a literal value. Community members have suggested implementing wrappers around such instances (Greene, 2019).

Function signatures might commonly repeat identifier-like phrases in the case of strong typedefs over booleans, such as `f(ShouldFlip flip, ShouldStretch stretch)`. What is more, looking at the function declaration might not offer enough clarity – except for a potential heuristic that lets developers assume `bool` parameters from a `ShouldXXX` – for more complex cases, resulting in excess navigation to the wrapper type’s definition.

7.3. Strong typing

A particular issue with wrapping types is that their usage solves only the problem of adjacent argument mix-ups. Apart from argument-forwarding functions, the developers would always wrap and then unwrap the value, and within the program’s business logic, the wrapped type would be used. Strong typing (Meyer, 1992), in which the expressive capabilities of the type system and types used in the program are increased, has been investigated for their effect on language design (Madsen et al., 1990) and as a method to increase type coherence for persistent systems (Kemper and Moerkotte, 1991) and to prevent security vulnerabilities in web applications (Robertson and Vigna, 2009).

A more actionable solution to the issue is to increase the type safety of the project by introducing user types and relying on the compiler to find type non-conformance violations. It is very likely that there are hidden invariants (Barnett et al., 2004; Sillito et al., 2008; Roehm et al., 2012) behind most of the `int` or `char*` parameters that are checked somewhere during execution. Such cases could be transformed into types that ensure invariants. One such invariant could be that a numeric value must be within a specific range, narrower than the fundamental type would allow. Expressing this is possible in Ada with the Range `Lower..Upper` syntax (`ISO/IEC JTC 1/SC 22, 1994`).

Another case could be if there exist specific patterns a string-like parameter must adhere to, e.g. it is a time code or a name. Using stronger – from the compiler’s perspective, user-defined – types will immediately make adjacent parameters of different invariants non-mixable.

While strong typing is a powerful solution in theory, user and library developer-friendly generic language elements are not widely researched. We plan to investigate the solutions in detail as part of future work.

7.4. Strong literals, strong dimensions

While a generic, “one size fits all” strong typing solution is not yet created in practice, some libraries offer elaborate solutions with regards to units and dimensions. The most notable example is Chrono (Schäling, 2014), which was introduced in C++11. Chrono applies strong types and safe conversions regarding date and time operation by employing C++ template metaprogramming. In C, and pre-C++11, the only way to represent time was to use the `time_t` type, which precision and exact definition were left to the implementation to specify. It was not a requirement pre-C11 for this type to be a floating-point number. While most implementations settled for representing time since the UNIX epoch – either in seconds or milliseconds integer, or seconds floating-point –, doing so was not mandatory either.

Chrono introduced the representation of various clocks and a versatile way of dealing with time precision. Most importantly, instead of a single – potentially floating-point – variable representing “the” time, the concepts of hour, minute, etc. was added. User-defined literals allow expressing these concepts in an easily readable way, such as `2021y`.

User-defined literals come from the source code – as opposed to literal suffixes defined by the core language itself, such as `f in 0.5f` – by defining functions of a specific naming pattern. Literals defined in such fashion, even by the Standard Template Library, is considered “user-defined” by the language specification. Listing 6 shows an example of a “deadline checking” program. The deadline itself is immediately readable due to the use of `user-defined literals`. Employing various other features of C++, the expressive capabilities of the code is further increased.
```cpp
#include <chrono>
using namespace std::chrono;
using namespace std::literals;

// Bad: prone to bad order of arguments.
bool submit_at_1(int year, int month, int day,
                  int hour, int minute, int second);
// Bad: "seconds" is not descriptive.
bool submit_at_2(double seconds);

bool submit_at_good(time_point<system_clock, seconds> T) {
  auto DLDay = y / March / 2021;
  auto DLSec = 24h - 1s; // = 86 399 sec
  auto AOEDeadline = zoned_time("Etc/GMT+12", DLDay + DLSec);

  return T ≤ AOEDeadline.get_sys_time();
}

int main() {
  // Order of arguments mixed up.
  submit_at_1(11, 59, 59, 2021, 3, 5);
  // Semantically incorrect, yet compiles.
  submit_at_2(get_milliseconds());

  // compile error: no conversion.
  submit_at_good(2020);

  submit_at_good(system_clock::now());
}
```

**Listing 6:** Comparing traditional, not safe versions with using stronger types and type-safe "strong" literals for representing time and deadlines with the *chrono* library. Program execution shows as exit status whether the deadline has not been hit. (’+4’ sign in timezone name is inverted according to ISO standards. "Etc/GMT+12" indicates UTC-12.)

Building upon the foundations and success of Chrono, various other libraries, such as one for physics dimension calculations (Pusz, 2019), exist. Other libraries, such as the one by Sommerlad (2021), allow a generic way of expressing strong types and the set of allowed operations.

8. Threats to validity

We opted to emit the warnings at the point of definition, as the location where any "fix" might be applied is the definition's source file. This presented a challenge for templates as they are defined with generic code, often in header files, while concrete instantiations are done by the compiler (Vandevoorde et al., 2017). We diagnose only primary templates and explicit template specialisations and provide no warning for cases similar in nature to template instantiations. This is costly, and for the representation of the syntax in the compiler, destructive operation. In addition, an instantiation is context-sensitive, and the exact definition for a potential explicit specialisation is only known at the point of instantiation, making it impossible to deduce or disprove the possibility of the parameter swap and produce a diagnostic. The function depicted in Listing 7 contains the possibility of mixing up the two parameters in the general case, but this is not diagnosed.

In addition to templates, variadic functions –

```cpp
template<typename T>
struct vector {
  typedef T value_type;
  typedef const T& const_reference;
};

template<typename T>
void g(T value_type vector<T>::const_reference,
       const typename vector<T>::value_type&);
```

**Listing 7:** A case of type-equivalent adjacent parameters through dependent types for function g not modelled by the analysis. In many cases, the two parameters have the same type (const T&). However, deducing this depends on how `vector<T>` for the particular T is defined, as there could be explicit specialisations.

In this paper, we presented an analysis method that detects type-equivalent and through user-toggleable relaxations – type-similar adjacent parameter ranges. We showed that the usage of various language features, most importantly implicit conversions,
increases the potential of misuse markedly. The rule can immediately warn when a function definition is found to be a carrier for potential misuse, even during development, and without the need to discover an actual bad function call. Our analysis implementation does not aim to replace but rather to complement existing literature and works, which mainly focused on the name-based analysis between arguments and parameters.

We developed a practical implementation on top of the LLVM Compiler Infrastructure’s C-family compiler’s, Clang’s static analysis framework, and as such, could easily be integrated into a development pipeline. Various integrated developer environments (IDEs), such as Eclipse (The Eclipse Foundation, 2001) or Clion (JetBrains Inc., 2015), already integrate, or through the Language Server Protocol (Microsoft Corporation, 2015), allow integrating analysis tools into the same views where code is written.

The pure, formal interface check, however, produces time-consuming verbose results when applied to existing projects. We devised, implemented, and evaluated several heuristics, most importantly the relatedness heuristics, in Section 6.2. These heuristics suppress individual analysis reports about functions that are violating the rule of not having multiple adjacent parameters that can be mixed, but for which the strengthening of interface type safety or refactoring of the function is either impractical, or likely impossible. The implementation of these heuristics allow developers to receive results that offer a path of lesser resistance for type safety enhancement.

While our discussion focused primarily on C and C++ programming languages, the idea can be applied to other multi-paradigm languages where implicit conversions might be prevalent, such as in Scala. We hope that the empirical results further encourage the language and library development community to emphasise the importance of finer-grained, stronger types and the restriction of dangerous implicit conversions.
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