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Abstract

We consider the information ratio of graph-based secret sharing schemes in a special case of graphs in which vertices of degree at least 3 are not connected by an edge. We prove that – after some trivial reduction of the original graph – the information ratio depends on the maximal value of the difference of the degree and the number of triangles containing a given vertex of the reduced graph. This result can be considered as a common generalization of previous results on the information ratio of special trees and graphs of girth at least 6.
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1. Introduction

Secret sharing schemes were first introduced in the breakthrough papers of Shamir [14] and Blakley [2] as a method to distribute some sensitive information among participants such that only fixed coalitions, called qualified subsets of participants are able to recover the secret. If the non-qualified subsets have no information about the secret, then the resulting scheme is a perfect secret sharing. The collection of the qualified subsets is called access structure. It is easy to see that any access structure is monotone increasing, hence the minimal elements are sufficient to describe the structure. We are interested in graph based schemes, where every minimal element of the access structure has exactly two elements. In this special case, for any given graph the vertices can be considered as the participants and some coalition of participants is qualified if the respective vertices span any edge.

The efficiency of a particular system can be measured by the amount of information the participants must remember per secret bit. The maximum of these values is called the worst-case information ratio of the scheme.

Determining the value of the information ratio is a very hard problem even for small graphs, or for small access structures in general. The standard techniques as using the Shannon-inequalities for lower bound and linear secret sharing for upper bound are not sufficient in many cases. Csiszar and Körner presented a graph family [5] with a gap between the best lower bound arises from using the LP technique for Shannon-inequalities (Shannon-complexity) and the linear complexity. Padro et al. [9] proved that there exist access structures and graphs where adding so-called non-Shannon inequalities yields strictly better lower bound for the linear complexity and the information ratio, respectively.

The exact value of information ratio is only known for small graphs and some infinite graph families. It is now determined for almost all graphs with six vertices [3,10,13,16,17]. For the remaining 4 graphs both the Shannon- and the linear complexities are known but there is a gap between these values, see [9,11]. There are some results on general families of graphs, like for trees [8], for d-dimensional cubes [6], d-dimensional cubes with leaves [12], for graphs with...
large girth and no high-degree neighbors [7]. Other significant results provide only upper bounds but for a wider range of graphs i.e. asymptotic upper bounds for very dense graphs [1] or upper bound based on highest degree [15].

Within this paper we determine the exact information ratio of an additional general graph-class, namely of graphs in which vertices of degree at least three are not connected by an edge. The known results on some trees [8] and large girth graphs [7] are special cases of this new result. We use Shannon-inequalities and linear secret sharing to provide lower and upper bounds respectively.

1.1. Notation and notion

Let \( V \) be a finite set of participants. The qualified coalitions are described by a monotone increasing set of subsets of \( V \) called the access structure \( \mathcal{A} \).

**Definition 1.** A perfect secret sharing scheme \( S \) realizing \( \mathcal{A} \) is a collection of random variables \( \xi_v \) for every \( v \in V \) and \( \xi_s \) with a joint distribution such that

(i) if \( A \in \mathcal{A} \), then \( \{ \xi_v : v \in A \} \) determines \( \xi_s \);

(ii) if \( A / \in \mathcal{A} \), then \( \{ \xi_v : v \in A \} \) is independent of \( \xi_s \).

As a consequence of monotonicity, the minimal elements of \( \mathcal{A} \) characterize the access structure. In a graph-based scheme every minimal qualified subset has two elements, i.e. the scheme can be represented by the graph \( G = (V, \text{min } \mathcal{A}) \).

**Definition 2.** Let \( G = (V, E) \) be a graph. Then the worst-case information ratio of \( G \) is

\[
\sigma(G) = \inf_{S} \max_{v \in V} \frac{H(\xi_v)}{H(\xi_s)}
\]

where \( H(\cdot) \) is the Shannon-entropy and the infimum is taken over all perfect secret sharing schemes \( S \) realizing \( G \).

Notice that the average information ratio is considered in several works as well, however we focus on the worst-case scenario only.

1.2. Related work

One interesting problem in secret sharing is to determine the exact information ratio for some given family of graphs. Here we recall two related results on trees [8] and on large girth graphs [7].

For a subset \( X \) of vertices let \( \mathcal{N}(X) \) denote the vertices adjacent to any vertex from \( X \), i.e. the set of neighbors of \( X \). Prior to present the result on trees, we recall the definition of the following useful notion from [8]:

**Definition 3.** Let \( X \) be a connected subset of vertices in \( G \). \( X \) is a core if for each \( v \in X \) there is a neighbor \( w \in \mathcal{N}(v) \setminus X \) such that from \( X \) it is connected to \( v \) only, and these neighbors form an independent set.

**Theorem 1.** [Csirmaz, Tardos [8]] Let \( G \) be tree and let \( c \) be the size of the maximal core in \( G \). Then

\[
\sigma(G) = 2 - \frac{1}{c}
\]

The main contribution of this work is to extend the following result by removing the restriction for the girth:

**Theorem 2** (Csirmaz, Ligeti [7]). Let \( G \) be a graph of maximum degree \( d \) satisfying the following properties:

- every vertex has at most one neighbor of degree one;
- vertices of degree at least 3 are not connected by an edge;
- the girth of the graph is at least 6.

Then

\[
\sigma(G) = 2 - \frac{1}{d}
\]

The above results yield interesting open problems. One straightforward generalization of the last result could be to lessen or remove any assumptions. Furthermore, in both of the above results, the values of the information ratio have the same structure, but they depend on (seemingly) different quantities. An interesting problem is to find any relation between these results apart from the formula. Within this paper we propose a solution for these problems. On one hand, we will show that it is possible to eliminate both the first and the last assumption by reducing the graph in some meaningful way and by extending the formula with the number of triangles containing a given vertex. On the other hand, we will mention that it is possible to generalize them in a common framework by constructing a maximal core in special trees using vertices of maximal degree.

The exact information ratio can be determined by proving lower and upper bounds that coincide. The used methods are significantly different, we collect the main tools for both directions in the following sections.
1.3. Lower bounds

The only known method for proving lower bounds is the so-called entropy method. As a first step, let S be a perfect secret sharing scheme based on graph $G = (V, E)$ with shares $\xi_v$ for $v \in V$ and secret $\xi$, and define the set function

$$f(A) = \frac{H(\xi_v : v \in A)}{H(\xi)}$$

for each $A \subseteq V$. $f(A)$ is the normalized entropy of the shares belonging to the participants in $A$. Notice that $\max_{v \in V} f(v) = \sigma(G)$. Using standard properties of the entropy function (1–3) and perfect secret sharing (4–5) [4] the following so-called Shannon-inequalities hold for all $A, B \subseteq V$:

1. $f(\emptyset) = 0$, and in general $f(A) \geq 0$ (positivity);
2. if $A \subseteq B \subseteq V$ then $f(A) \leq f(B)$ (monotonicity);
3. $f(A) + f(B) \geq f(A \cap B) + f(A \cup B)$ (submodularity).
4. if $A \subseteq B$, $A$ is an independent set of vertices and $B$ is not, then $f(A) + 1 \leq f(B)$ (strong monotonicity);
5. if neither $A$ nor $B$ is an independent set of vertices but $A \cap B$ is so, then $f(A) + f(B) \geq 1 + f(A \cap B) + f(A \cup B)$ (strong submodularity).

Let $f$ be any real-valued function satisfying the Shannon-inequalities. Then any lower bound given to $\max_{v \in V} f(v)$ is also a lower bound for the information ratio. The value $\kappa(G) = \max_{v \in V} f(v)$ is called Shannon-complexity.

We remark that (1)–(5) do not fully characterize the information ratio. There are so-called non-Shannon inequalities and AK-information constraints that are also satisfied by the normalized entropy function and cannot be derived from the Shannon-inequalities, see [9]. The addition of these constraints improves the lower bound that can be obtained even for some access structures on five participants. There are other types of constraints i.e. non-Shannon rank inequalities or common information constraints providing lower bounds only for linear schemes. Adding these types of inequalities to the Shannon-inequalities yields better lower bounds on linear secret sharing for some graphs on six vertices [9] and on general graph families [5]. However, in our case the Shannon-complexity provides a tight lower bound.

For simplicity we usually write $AB$ instead of $A \cup B$ for subsets of vertices, and $a$ instead of $\{a\}$ for vertices.

Let us recall the following two results as non-trivial consequences of the Shannon inequalities introduced by Csirmaz and Tardos [8]:

**Lemma 1.** Let $A$ be a connected subset of vertices of $G$. Then

$$\sum_{v \in A} f(v) \geq f(A) + |A| - 2.$$  

**Lemma 2.** Let $A$ be a connected subset of vertices and $B$ be an independent subset of vertices of $G$ such that there exists a 1-factor from $B$ to $A$. Then

$$f(A) \geq |B| + 1.$$  

Although these general estimations are useful in our case as well, we need a more specific result on a generalization of the core:

**Lemma 3.** Let $A = \{a_1, a_2, \ldots\} \subset V$ be a set of vertices in $G$, and $B \subset V \setminus A$ be an independent subset of vertices of $G$ such that there exists $A' \subset A$ with the following properties:

1. There is a perfect matching between $A'$ and $B$. We index the elements of $B$ such that the pair of $a_i \in A'$ is $b_i$ and the remaining ones are indexed arbitrarily by $|A'| + 1, \ldots, |A|$.
2. $a_i$ and $b_j$ are not connected if $i \neq j$.

Furthermore there exists an independent set of vertices $C \subset V \setminus (A \cup B)$ such that there is no edge between $C$ and $A' \cup B$. Then $f(AC) - f(C) \geq |B|$ and $f(AC) - f(C) \geq |B| + 1$ if $A$ is connected.

**Proof.** The proof is similar to the proof of Lemma 2, but for the sake completeness we present it. Let $B_i = \{b_1, \ldots, b_i\}$. Define $d_i = f(AB_i) - f(B_iC)$. We claim that $d_i \geq d_{i+1} + 1$ if $1 \leq i \leq |B| - 1$.

The set $a_{i+1}B_iC$ is independent but $AB_iC$ and $a_{i+1}B_iC$ are not, consequently the strong submodularity gives

$$f(AB_iC) - f(a_{i+1}B_iC) \geq f(AB_{i+1}C) - f(a_{i+1}B_{i+1}C) + 1 \quad (1)$$

Furthermore submodularity for $a_{i+1}B_iC$ and $B_{i+1}C$ yields

$$f(a_{i+1}B_iC) - f(B_iC) \geq f(a_{i+1}B_{i+1}C) - f(B_{i+1}C)$$
By summing up these two inequalities we have
\[ f(AB_iC) - f(B_iC) \geq f(AB_{i+1}C) - f(B_{i+1}C) + 1 \]
and this proves the claim.

The inequalities together give \( d_1 \geq d_2 + 1 \geq \ldots \geq d_i + i - 1 \geq \ldots \geq d_{|B|} + |B| - 1 \), and \( d_{|B|} = f(ABC) - f(BC) \geq 1 \) because \( BC \) is independent but \( ABC \) is not.

If \( A \) is connected then also \( d_0 \geq d_1 + 1 \). Otherwise, we can only use the usual submodularity in (1) hence all we can say is just \( d_0 \geq d_1 \).

Thus \( f(AC) - f(C) = d_0 \geq |B| + 1 \), if \( A \) is connected and \( f(AC) - f(C) = d_0 \geq |B| \) otherwise. This completes the proof. \( \Box \)

1.4. Upper bounds

There are plenty of methods in contrast with the lower bounds, since every construction yields an upper bound for the information ratio. One notable example is the decomposition theorem of Stinson [15], here we present a special case of the results for graph based schemes:

**Theorem 3** (Stinson Decomposition [15]). Let \( G \) be a graph and let \( G \) be covered with complete multipartite graphs, such that every vertex is covered by at most \( p \) graphs and every edge is covered by at least \( e \) graphs. Then\[ \sigma(G) \leq \frac{p}{e}. \]

Let us note, that the first assumption in **Theorem 2** is a purely technical one from the information ratio point of view, since different leaf neighbors of a given vertex \( v \) are “equivalent” in any secret sharing schemes in the sense that they can always get the same share. The case is similar for every two opposite 2-degree vertices of a given cycle of length 4, hence it is possible to remove one of them without any effect on the information ratio. Though our result will hold for arbitrary graphs, in fact we will working on graphs without such configurations. More precisely:

**Definition 4.** Let \( G = (V, E) \) be a graph and consider the following reduction steps:

1. let \( v, u_1, u_2 \in V : d(u_1) = d(u_2) = 1, \{u_1, v\}, \{u_2, v\} \in E \Rightarrow V = V \setminus \{u_1\} \)
2. let \( u_1, u_2 \in V : u_1, u_2 \in C_4, d(u_1) = d(u_2) = 2, \{u_1, u_2\} \notin E \Rightarrow V = V \setminus \{u_1\} \)

Let \( G^* \) be the graph arising from \( G \) by every possible execution of the above two iterative reduction steps. \( G^* \) is the reduced graph of \( G \).

Based on the above arguments it is easy to see, that \( \sigma(G) = \sigma(G^*) \), hence any proven results for reduced graphs can be extended to significantly larger family of (non-reduced) graphs.

A star is a special complete bipartite graph, hence we can apply the above decomposition result for covering with stars. From covering with stars we can prove the following upper bound on the information ratio:

**Lemma 4.** Let \( G = (V, E) \) be a graph and \( G^* = (V^*, E^*) \) be its reduced graph of maximum degree \( d \). If \( G^* \) is triangle-free and its vertices of degree at least 3 are not connected by an edge, then there exists a star covering of \( G^* \) satisfying the following properties:

(a) Every vertex is covered at most \( 2d - 1 \) times.
(b) Every edge is covered at least \( d \) times.
(c) If \( v \in V^* \) is a vertex with \( d(v) \geq 3 \) then there exist \( d - 1 \) \( v \)-stars (i.e. stars with center \( v \)).
(d) If \( v \in V^* \) is a vertex with degree 2, then there exists a \( v \)-star on 3 vertices.
(e) If \( v \in V^* \) is a leaf then \( v \) is covered exactly \( d \) times.

**Proof.** We present a star covering satisfying the 5 properties. We call a star complete \( v \)-star, if the center of the star is \( v \), and the star contains all neighbors of \( v \).

1. If \( v \) is a vertex with \( d(v) \geq 3 \) then add \( d - 1 \) samples of complete \( v \)-stars to the covering.
2. If \( v \) is a vertex with \( d(v) = 2 \), add one complete \( v \)-star to the covering. Furthermore if \( uv \in E^* \) and \( d(u) \leq 2 \) then add \( d - 2 \) \( uv \) edge to the covering.
3. Finally if \( v \) is a leaf then add 1 complete \( v \)-star to the covering (this is only an edge).

It is easy to check that the construction above satisfies all of the properties. By the first and second parts of the construction (c) and (d) obviously hold.

Let \( v \) be any vertex. If \( d(v) \geq 3 \) then \( v \) is covered \( d - 1 \) times by the \( v \)-stars, and \( v \) is included in \( d \) additional stars, whose center is the neighbor of \( v \). Now let us suppose that \( d(v) = 2 \), and the neighbors of \( v \) are \( u \) and \( w \) with \( d(u) \geq d(w) \). If \( d(u) \geq d(w) \geq 3 \), then \( v \) is contained in \( 1 \) \( v \)-star, \( d - 1 \) \( u \)-stars and \( d - 1 \) \( w \)-stars. If \( d(u) \geq 3 \) but \( d(w) \leq 2 \) then \( v \) is
contained in 1 $v$-star, $d - 1$ $u$-star, 1 complete $w$-star, and $d - 2$ $vw$ edges. Finally if $2 \geq d(u) \geq d(w)$, then $v$ is contained in 1-1 complete $v$-, $u$-, and $w$-star, and $d - 2$ $uw$ and $d - 2$ $vw$ edges. The number of stars covering $v$ is altogether $2d - 1$ in all of the three cases. At last let $v$ be a vertex of degree 1 with neighbor $u$. If $d(u) \geq 3$ then $v$ is contained in the complete $v$-star and $d - 1$ $u$-stars. Otherwise $v$ contained in the 1 complete $v$-star, 1 complete $u$-stars and $d - 2$ additional $uv$ edges, that is altogether $d$ stars in both cases.

Let $uv$ be any edge with $d(u) \geq d(v)$. If $d(u) \geq 3$, then $uv$ is contained in $d - 1$ $u$-stars and 1 $v$-stars. Otherwise $uv$ is contained in one $u$-star, one $v$-star (which may be only an edge if $v$ is leaf), and $d - 2$ additional $uv$ edge. In both cases the number of stars covering $uv$ is $d$. □

As a trivial consequence of Theorem 3 and Lemma 4 we get:

Lemma 5. Let $G$ be a graph and $G^*$ be its reduced graph of maximum degree $d$. If $G^*$ is triangle-free and its vertices of degree at least 3 are not connected by an edge, then

$$\sigma(G^*) \leq 2 - \frac{1}{d}.$$

Let us note, that this lemma can also be proven directly using Theorem 1 and claiming that in reduced trees any vertex of maximal degree together with all but one of its neighbors (i.e. a possible leaf) is a core.

2. Results

Prior to a general presentation of the new results we discuss three cases depending on the girth of the respective reduced graphs, since the proofs are slightly different.

2.1. Girth 5

Theorem 4. Let $G$ be a graph such that its vertices of degree at least 3 are not connected by an edge. Furthermore, in $G^*$ let the girth be 5 and let $d$ be the maximum degree. Then

$$\sigma(G) = 2 - \frac{1}{d}$$

Proof.

We can assume that $d \geq 3$, otherwise the graph is either a path or a cycle. The upper bound is coming from Lemma 5. For the lower bound let $a$ be vertex of maximum degree in $G^*$. First, suppose that there is a leaf neighbor of $a$, call it $b$.

Denote the set of cycles of length 5 containing $a$ by $C$. Consider the union of the elements of $C$ and denote the intersection with $\mathcal{N}(a)$ by $D$. For $v \in D$ define the value $\gamma(v)$ as the number of cycles of $C$ containing $v$. Consider $u \in D$, the neighbors of $u$ are $a$ and $s$. We claim that if $d(s) = 2$, then $\gamma(u) = 1$. Suppose that $d(s) = 2$ and $\gamma(u) > 1$. The other neighbor of $s$ is $t$. $u$ is contained in multiple cycles of $C$ and each cycle must contain $a$, $u$, $s$ and $t$ in that order. If $v_1$ and $v_2$ are the fifth vertices of two such cycles, then $av_1tv_2$ must be a quadrangle which is a contradiction.

Let $u \in \mathcal{N}(a)$ be a vertex with $\gamma(u) > 1$, and $auvt$ be a cycle from $C$. Then by the previous claim $d(s) > 2$, which implies that $d(t) = 2$ and $\gamma(v) = 1$. Therefore if $u$ is contained in multiple elements of $C$, then each vertex of $\mathcal{N}(a)$ which is contained in the same cycle of $C$ as $u$ is only contained in that element of $C$. Hence the elements of $D$ can be partitioned into two sets $X$ and $Y$, such that for each $C \in C$, one of the two vertices of $C \cap D$ is in $X$ and the other is in $Y$. Put all the remaining vertices of $\mathcal{N}(a)$ in $Y$. Note that $X$ and $Y$ form a partition of $\mathcal{N}(a)$.

Consider the set $\mathcal{N}(X)$ and let $Z = \mathcal{N}(X) \setminus \{a\}$. All vertices in $X$ have degree two and one of their neighbors is $a$. Denote $z_1, z_2 \in Z$ as the other neighbor of $x_1, x_2 \in ZY$. If $x_1 \neq x_2$ then $z_1 \neq z_2$ because otherwise $ax_1z_1z_2$ is a quadrangle which is a contradiction. Thus there exists a perfect matching between $X$ and $Z$ and there are no other edges between this set of vertices.
We claim that $X$, $Y$ and $Z$ satisfy the conditions of Lemma 3 with $A = \{a\} \cup X$, $A' = X$, $B = Z$, and $C = Y$. Clearly $X$ and $Y$ are independent sets and there is no edge between $X$ and $Y$ because the graph is triangle free. Furthermore there is no edge between $Y$ and $Z$ because if there is an edge between $y \in Y$ and $z \in Z$, and the pair of $z$ in the perfect matching is $x \in X$ then $axyz$ is a quadrangle. Substituting these values in Lemma 3 gives

$$f(aXY) - f(Y) \geq |X| + 1. \quad (2)$$

Consider now $Y$ and $\mathcal{N}(Y)$. By the same argument the set of edges between $\mathcal{N}(Y) \setminus \{a\}$ and $Y \setminus \{b\}$ is a perfect matching. Applying Lemma 3 with $A = A' = Y \setminus \{b\}$, $B = \mathcal{N}(Y) \setminus \{a\}$, and $C = \{b\}$ yields:

$$f(Y) - f(b) \geq |Y| - 1. \quad (3)$$

Let us denote $S = \{a\} \cup \mathcal{N}(a) \setminus \{b\} = \{a\} \cup X \cup Y \setminus \{b\}$. $S$ and $\{a\} \cup \{b\}$ are both connected, but they intersection $\{a\}$ is not thus we can apply the strong submodularity

$$f(S) + f(ab) - f(aXY) - f(a) \geq 1 \quad (4)$$

By submodularity we know that

$$f(a) + f(b) - f(ab) \geq 0 \quad (5)$$

Adding up the four inequalities (2), (3), (4) and (5) gives

$$f(S) \geq |X| + |Y| + 1. \quad (6)$$

$S$ is connected and $|S| = |\{a\}| + |\mathcal{N}(a)| - |\{b\}| = |\mathcal{N}(a)| = d$ thus (6) and Lemma 1 together yield

$$\sum_{v \in S} f(v) \geq f(S) + |S| - 2 \geq |X| + |Y| + 1 + |S| - 2 = 2d - 1$$

Hence for some vertex $v \in S$ we get

$$f(v) \geq \frac{2d - 1}{|S|} = \frac{2d - 1}{d} = 2 - \frac{1}{d}.$$

Now, suppose that every neighbor of $a$ has degree 2, then choose any $b \in \mathcal{N}(a)$. Let $G'$ be the graph arising from $G^*$ by the deletion of the other neighbor of $b$. This completes the proof by $\sigma(G^*) \geq \sigma(G')$ and applying the above argument for $G'$.

2.2. Girth 4

Note that this case is trivial, since the girth cannot be 4 in the reduced graph $G^*$, i.e. the second reduction step replaces every $C_4$ by a path of length 2. It is easy to see that if $G$ has girth 4 and vertices of degree at least 3 are not connected by an edge, then $G^*$ is either a tree or has girth 5, which cases are covered in Theorems 1 and 4 respectively.

2.3. Girth 3

In this case we will see that the information ratio depends on the number of triangles incident to the vertices in addition to the maximal degree.

**Theorem 5.** Let $G$ be a graph such that vertices of degree at least 3 are not connected by an edge and let the girth of $G^*$ be 3. Let $t(v)$ denote the number of triangles containing $v$ in the reduced graph $G^*$, and let $\delta(v) = d(v) - t(v)$. Then

$$\sigma(G) = 2 - \frac{1}{\max_{v \in V^*} \delta(v)}$$

**Proof.**

We prove the theorem in two steps: first by giving a construction yielding an upper bound, next by proving the same lower bound using the entropy method.

For the upper bound, we construct a covering of $G^*$ with stars and triangles such that each edge is covered $\delta = \max_{v \in V^*} \delta(v) - t(v)$ and each vertex is covered at most $2\delta - 1$ times. Hence, the upper bound is a consequence of the decomposition theorem of Stinson [15].

Note that in $G^*$ any triangle has two vertices of degree two. Let $u, v, w$ be the vertices of a triangle with $d(u) \geq 3$ and $d(v) = d(w) = 2$. Delete the edge $\{u, w\}$. Do this for all triangles in the graph, call the resulted graph $G$. By this operation the degree of the vertex $u$ is decreased by $t(u)$, hence the new degree of $u$ in $G'$ is $d(u) - t(u) = \delta(u)$. We deleted one edge from each triangle in the reduced graph, hence $G'$ is either a tree or the girth of $G'$ is at least 5.
Apply the star covering of Lemma 4. If \( u \) is a vertex of \( d(u) \geq 3 \) then the covering contains \( \delta(u) - 1 \) \( u \)-stars, and if \( v \) is a vertex of \( d(v) = 2 \) then the covering contains at least one complete \( v \)-star (i.e. a \( v \)-star containing both of \( v \)-s neighbors).

Apply the same construction for \( G' \) but with two modifications for each triangle in \( G' \). Let \( u, v, w \) be the vertices of a triangle in \( G' \) with \( d(u) \geq 3 \) and \( \{u, w\} \) is the deleted edge. First, add 1–1 copy of this edge to all \( \delta(u) - 1 \) \( u \)-stars. Second, replace the complete \( v \)-star with a triangle on vertices \( u, v, w \). Leave all the other stars from the covering unchanged.

It is clear that the covering numbers outside the triangles remain the same. Check the covering of the vertices and edges for a fixed triangle on vertices \( u, v, w \), with \( d(u) \geq 3 \), and \( uw \) is the deleted edge in \( G' \).

The modification of the construction leaves the covering number of \( u \) and \( v \) unchanged. \( w \) is covered \( \delta \) times in \( G' \), and it is only increased by \( \delta - 1 \) (with the \( \delta - 1 \) \( u \)-stars) hence \( w \) and all the other vertices of the graph are covered at most \( 2\delta - 1 \) times. The new construction only adds \( uw \) edges therefore both \( uv \) and \( vw \) are covered \( \delta \) times as in the covering of \( G' \). \( \{u, w\} \) is contained in \( \delta - 1 \) \( u \)-stars and in one triangle on vertices \( u, v, w \) thus the edge \( \{u, w\} \) is also covered at least \( \delta \) times. The same argument can be applied for all triangles in the graph independently, therefore the proof for the upper bound is complete.

The proof of the lower bound is very similar to the girth 5 case in Theorem 4, only some minor changes are needed. Let \( a \) be any vertex with \( \delta = \delta(a) \), and let \( \mathcal{N}(a) \) is the neighbor set of \( A \) as before. Similarly to the proof of Theorem 4, we can assume that there exists a leaf neighbor \( b \) of \( a \).

Let \( X \) and \( Y \) be two subsets of vertices of \( \mathcal{N}(a) \) defined in the following way. Divide the vertices of \( \mathcal{N}(a) \) contained in a cycle of girth 5 into two disjoint sets, \( X \) and \( Y \) as in the 5 girth case. Now consider the triangles containing \( a \). Both of the other two vertices is adjacent to \( a \). Put one of them into \( Y \) and leave out the other one form \( X \) and \( Y \). Finally, put all the remaining vertices of \( \mathcal{N}(a) \) into \( Y \). Clearly \( X \cap Y = \emptyset \) but now \( X \cup Y \subseteq N(a) \) because one vertex of each triangle belongs to neither \( X \) nor \( Y \).

\[ X \text{ and } Y \text{ are independent set of vertices and there is no edge between } X \text{ and } Y \text{ because } X \cup Y \subset \mathcal{N}(a) \text{ and every triangle containing } a \text{ has at most one common vertex with } X \cup Y \text{. Let define } Z = \mathcal{N}(X) \setminus \{a\}. \text{ Every vertex of } X \text{ is contained in only one cycle (e.g. a } C_5 \text{), thus } |Z| = |X| \text{ and there is a perfect matching between } X \text{ and } Z \text{ similarly to the 5 girth case. } X, Y \text{ and } Z \text{ satisfy the conditions of Lemma 3 with } A = \{a\} \cup X, A' = X, B = Z \text{ and } C = Y \text{ (note that } Z \text{ is independent, because the high degree vertices are not connected). As we mentioned before } X \text{ and } Y \text{ are independent and there is no edge between them, hence the only condition we have to check is that there is no edge between } Y \text{ and } Z. \text{ This is clearly true by the same argument as in the 5 girth case extended with the fact that all quadrangles have been removed from the graph in the reduction step. Lemma 3 implies that } \]

\[ f(aXY) - f(Y) \geq |X| + 1. \quad (7) \]

Consider now \( Y \) and \( \mathcal{N}(Y) \). Similarly as in the girth 5 case, there is a perfect matching between \( Y \setminus \{b\} \) and \( \mathcal{N}(Y) \setminus \{a\} \) and no other edge. The application of Lemma 3 with \( A = A' = Y \setminus \{b\}, B = \mathcal{N}(Y) \setminus \{a\} \) and \( C = \{b\} \) arises:

\[ f(Y) - f(b) \geq |Y| - 1. \quad (8) \]
Define $S = \{a\} \cup A \cup B \setminus \{b\}$. $S$ and $\{a\} \cup \{b\}$ are connected, but they intersection $\{a\}$ is not hence we can apply the strong submodularity:

$$f(S) + f(ab) - f(aXY) - f(a) \geq 1$$

(9)

By submodularity we know that

$$f(a) + f(b) - f(ab) \geq 0$$

(10)

Adding up the four inequalities (7), (8), (9) and (10) we have

$$f(S) \geq |X| + |Y| + 1.$$  

(11)

$S$ is connected and $|S| = |X| + |Y| = d(a) - t(a) = \delta$ therefore (11) and Lemma 1 together yield

$$\sum_{v \in S} f(v) \geq f(S) + |S| - 2 \geq |X| + |Y| + 1 + \delta - 2 = 2\delta - 1$$

Hence for some vertex $v \in S$ we get

$$f(v) \geq \frac{2\delta - 1}{|S|} = 2 - \frac{1}{\delta}.$$  

This completes the proof.  

3. Conclusion

In this paper we determine the exact information ratio of a large family of graphs without neighbors of degree at least 3. We showed that the ratio depends on the maximal difference between the degree and the number of triangles incident to a given vertex in the reduced graph. This is a non-trivial generalization of separate known results on high-girth graphs and on special trees. On one hand, by removing the assumption on the girth, on the other hand, by claiming that the size of the maximal core is equal to the maximal degree in trees without high-degree neighbors.
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