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Electrochemical impedance spectroscopy (EIS) is a widely used technique for characterizing electrochemical systems. The term “electrochemical impedance spectroscopy” actually has a two-fold meaning: it is both a measurement technique to determine impedance spectra and an analysis tool for extracting information about an electrochemical system. Contrary to some opinions, the design of valid EIS measurements is not trivial in practice, as systems under test also have to meet certain requirements to ensure the validity of the measured data. One of the most serious and underestimated problems is that many electrochemical systems (including biological, reacting, and corroding systems) are intrinsically non-stationary and are affected by time-dependent phenomena. This study provides an overview and guidance on some of the methodologies proposed in the literature to address problems related to impedance measurements in time-varying (non-stationary) systems. Selected techniques for the determination of “true” impedance spectra in non-stationary systems are briefly reviewed. To better understand the theoretical background of the different approaches, basic principles of the measuring methods and the fundamentals of data collection, validation, and correction are also discussed.

1. Introduction

Electrochemical impedance spectroscopy (EIS) is a widely used, powerful tool for investigation of charge transfer and charge transport processes occurring in electrochemical systems.1,2 The term “spectroscopy” in the name of the method is justified, since any study of how absorption of electromagnetic radiation depends on frequency can be considered as spectroscopy. A plot containing the intensity of the absorption, i.e., the electrochemical impedance, with respect to the frequency is called a “spectrum”.

The essence of the method is the application of an electrical stimulus or perturbation (voltage or current) to the system under test and to observe the (current or potential) response. The perturbation can be applied in many forms, e.g., as a step function (i), a noise signal (ii) a sinusoidal signal (iii) or a multisine signal (iv), etc. In case (i) a step signal is applied at a time \( t_0 \) and the time-dependent response \( y(t-t_0) \) is measured. In case (ii) a continuous voltage signal composed of random noise with energy over a predetermined frequency range is applied to the system, and the time dependent current response is measured. Fourier transform (see Appendix A) provides the link between the time- and frequency domain in both cases.3–5 In case (iii) a single-frequency sinusoidal AC voltage or current signal is applied to the system and the resulting current or voltage is measured. The classical “frequency by frequency” mode of impedance measurements (the “single sine excitation method”) is by far the most commonly used technique for measuring impedance in electrochemical systems. In case (iv) the multisine signal is the sum of a number of harmonically related sinusoids with freely adjustable amplitudes and phases.

In electrochemistry, the marginal perturbation from equilibrium (or from steady-state) by low amplitude (usually \( \leq 5–10 \text{ mV} \)) sinusoidal voltage is an evident advantage of EIS compared to other techniques involving large-signal perturbations (e.g., chronoamperometry). Although there are several variations, usually an alternating voltage [Eq. (1)]:

\[
U(t) = U_m \cos(\omega t)
\]

is applied to an electrode and in the physical regime where non-linear effects can be neglected, the resulting current response [Eq. (2)]:

\[
l(t) = I_m \cos(\omega t - \varphi)
\]

is measured, where \( \omega \) is the angular frequency \( \omega = 2\pi f \), where \( f \) is the frequency of the sinusoidal potential perturbation, \( \varphi \) is the phase shift between the potential and the current, and \( U_m \) and \( I_m \) are the amplitudes of the sinusoidal voltage and current, respectively. Of course, an alternating current signal can also be used as perturbation, in this case the resulting voltage response is measured. Irrespective of which technique is used, for systems fulfilling the conditions of linearity, causality, and stability, the calculated impedance values will be exactly the same.

Relations (1) and (2) can be combined into a single linear relation by expressing the voltage and current as the real parts of complex quantities [Eqs. (3) and (4)]:

\[
\hat{U}(t) = \hat{U}_m \exp(i\omega t)
\]

\[
\hat{l}(t) = \hat{l}_m \exp(i\omega t)
\]

with \( \hat{U}_m = U_m \) and \( \hat{l}_m = I_m \exp(-i\varphi) \), where \( i \) is the imaginary unit: \( i = (-1)^{1/2} \).

The impedance \( Z \) can be defined as the ratio of the complex voltage and current amplitudes [Eq. (5)]:

\[
Z = \frac{\hat{U}_m}{\hat{l}_m} = \frac{U_m}{I_m} \exp(i\varphi)
\]

Note that although the impedance is usually complex, we do not put a “hat” on \( Z \). Eq. (5) means that the complex voltage and current obey the linear relation \( \hat{U} = I \cdot Z \), which is the complex generalization of Ohm’s law \( U = I \cdot R \), where \( R \) is the resistance.

The impedance can also be given in the form [Eq. (6)]:
where $|Z| = U_{nm}/I_m$ is the magnitude, $Z'$ and $Z''$ are the real and imaginary part of $Z$ ("resistance" and "reactance"), respectively. (For the real and imaginary parts $Z_R$ and $Z_I$ symbols are also used.)

The concept of impedance can also be introduced in a more general sense, see e.g., Refs. [15–17].

The response of a physical system to a perturbation may be characterized by a transfer function [Eq. (7)]:

$$T(s) = \frac{L[U(s)]}{L[I(s)]}$$

where $s = \sigma + j\omega$ (with real numbers $\sigma$ and $\omega$) is the Laplace transform variable and $L[U(s)]$ and $L[I(s)]$ are the Laplace transforms of the voltage vs. time and the current vs. time functions, respectively. In principle, any arbitrary time domain excitations can be used to determine the impedance of the system provided that the excitation is applied, and the response is recorded over a sufficiently long time, i.e. a time long enough to complete the transforms over a requested frequency range.

In case of steady-state sinusoidal perturbation, the transfer function becomes [Eq. (8)]:

$$T(\omega) = \frac{F\{U(t)\}}{F\{I(t)\}} = \frac{U(\omega)}{I(\omega)}$$

where $F$ denotes the Fourier transform and $U(\omega)$ and $I(\omega)$ are the Fourier transforms of the voltage vs. time and the current vs. time functions. In principle, several linear integral transformations can be used to transform functions from the time domain into the frequency domain,[16] but the most well known and most frequently used transformations are the Fourier transform and the Laplace transform (see Appendix A).

Nevertheless, the "operational impedance", which is defined in the Laplace plane, is not used extensively in electrochemistry, though it is conceptually as powerful as a Fourier plane counterpart. Provided that the system is linear, that causality condition is fulfilled, and that the system is stable over the time of measurement, the transfer function may be identified as an impedance $Z(\omega)$. The quantities, $\mathbf{T}(\omega)$ and $Z(\omega)$ are complex quantities containing both magnitude and phase information.

It is frequently emphasized that impedance measurements are nondestructive and relatively cheap. Another advantage of the technique is that impedance sensing gives direct electrical signals and does not require a label or other pre-treatment process. For these reasons it is a widely used technique in sensing technology as well[20–24] (chemical sensors, biological sensors, immuno-sensors, DNA-sensors, enzyme-based sensors, etc.). It is also often applied in processing and quality control of
foods (meats, milk products, fruits, vegetables, etc.)[25,26] Since most biological systems are in fact electrochemical systems, impedance spectroscopy has been adapted as routine technique for the “in situ” study of the interaction of an alternating electrical signal with biological tissue. There are several areas of usage in medical practice as well. For example, mortal prediction in end state kidney failure (ESKF) patients,[27] impedance plethysmography, which is a volume measure method[28–30] or in the detection of pressure-induced tissue damage.[31]

The methods commonly used to interpret impedance data fall into two categories: (i.) analogs and (ii.) physical (physicochemical) models. Analogos, which almost always take the form of electrical equivalent circuits (EECs), do not pretend to describe the electrochemical properties of the system, but simply reproduce the impedance response and hence the information that they can deliver on the physicoelectrochemical processes involved is very limited. In addition, physical significance of the parameters may not always be obvious when data analysis is performed in this manner. On the other hand, physical models should not only reproduce the phenomenon of interest (e.g., the impedance spectrum), but also should also account for the mechanism of the processes occurring at the interface in terms of physicochemically (electrochemically) valid concepts.[32] Consequently, the amount of information that can be gleaned from a full mechanistic analysis far outweighs that which can be obtained by simply fitting the data to ECCs. It should be noted that sometimes the so-called structural approach is employed. The structural approach means that the model structure is derived from experimental data and procedures for parametrical identification are then applied.

As previously mentioned, in electrochemical practice the impedance is measured as a function of frequency. If the “potentiostatic” method is used, a small sinusoidal voltage is superimposed upon the DC polarization potential, and the current is measured. This is perhaps the most popular technique for electrochemical testing in which the AC stimulus level is usually about 5–10 mV. In the “galvanostatic” case a sinusoidal current is superimposed on the DC polarization current and the voltage response is recorded. Under appropriate conditions, that is, at properly selected cell geometry, working and auxiliary electrodes and so on, the impedance response will be related to the properties of the working electrode and the uncompensated (ohmic) resistance between the working and the reference electrodes. Assuming ideal single-perturbation, the excitation signal is time-invariant and deterministic. When this method is employed the system under test is sequentially excited by applying small sinusoidal waves of voltage or current within a given frequency range (e.g. from some mHz to some MHz). However, when data recording occurs at low frequencies, a complete measurement sequence can take at least several minutes. From this point of view, it should be taken into account that many electrochemical systems (including biological, reacting, and corroding systems) are intrinsically non-stationary and are affected by time-dependent phenomena.[33] This may be a serious problem since according to the traditional interpretation impedance is not defined as a time-dependent quantity and, therefore, there should not exist an impedance out of stationary conditions. This means that if the requirement of stationarity (stability) during the measurement of “impedance” is not fulfilled, the measured data points are not “impedances”, the obtained sets of frequency dependent data points are not “impedance spectra” and their use in any analysis based on traditional impedance models is very questionable. Ignoring this issue may lead to serious problems and confusion, or even to misinterpretation of the experimental data.

In this study we have surveyed the methods of practical use which have been proposed in the literature for dealing with the non-stationarity problem. Selected techniques for the determination of instantaneous impedance spectra in non-stationary systems are briefly reviewed. To better understand the theoretical background of the different approaches, basic principles of the measuring methods and the fundamentals of data collection, validation and correction are also discussed.

2. Measuring Methods, Fundamentals of Data Collection, Validation, and Correction

2.1. Standard Technique of EIS Measurements: Frequency Response Analysis

Electrochemical impedance spectroscopy (EIS) is usually applied for studying stationary systems. A typical scenario of an EIS experiment calls for the application of a small-signal sinusoidal perturbation of either the (otherwise stationary) current or the potential of an electrode. In case of potential perturbation, the current response, in case of current perturbation, the voltage response is measured. Ideally, during an impedance measurement both signals are composed of a single sinusoid superimposed on a steady DC component, and a frequency response analyzer (FRA)[34] is used to determine the voltage and current phasors (i.e., complex quantities, that carry information regarding the amplitude and phase of the given sinusoid). It is then possible to calculate the admittance or the impedance by dividing the current and voltage or, respectively, the voltage and current phasors. In FRAs, phasors are determined by multiplying the measured signal with a cosine and a sine wave reference, having the same frequency of the exciting signal. The resulting signal is then integrated over a whole number of cycles of the reference wave, yielding a response that is proportional to the real and the imaginary parts of the phasor (Figure 1). The beauty of FRA is that all these manipulations can be carried out by using analogue circuitry, using an excitation signal source of programmable amplitude and frequency (the latter is typically between the mHz and the MHz range).

In a noisy environment, the accuracy of FRA-based impedance measurements can be significantly improved by making more than one signal cycles subject to integration. Integration tends to cancel out random noise and also other disturbing components of the measured signals, and longer
of an electrode, the voltage and current signals are measured back by high precision analog-to-digital converters (ADCs) operated at a suitably high sampling rate. The used ADCs must either be synchronized or a phase correction (resampling) is to be made, so that simultaneous digital waveform representations of both the measured current and the measured potential would become available. Phasors of voltage and current, corresponding to a frequency \( f \) are then calculated digitally approximating the integrals [Eqs. (9) and (10)]:

\[
\hat{U}(f) = \int_{-\infty}^{\infty} U(t) \cdot e^{-2\pi if t} dt \tag{9}
\]

\[
\hat{i}(f) = \int_{-\infty}^{\infty} i(t) \cdot e^{-2\pi if t} dt, \tag{10}
\]

and the ratio of the two complex quantities determine the impedance at a given frequency. To carry out these calculations on acquired digital waveforms of potential and current, algorithms such as the fast Fourier transformation (FFT) or the direct Fourier transformation (DFT) can be used; libraries containing these algorithms are available in most programming languages.

FT methods allow the use of not just one but several perturbing frequencies that can even be superimposed on a non-steady baseline (such as on the triangular controlling waveform of cyclic voltammetry). In order to avoid problems arising from the non-linearity of the studied system, multi-frequency perturbation (MFP) usually applies a series of odd, or even prime harmonics. An advantage of MFP is that it can significantly reduce the time needed for impedance measurements. During the time required for measuring the lowest frequency cycle, an integer number of the other, higher frequency cycles can be measured, thus it is the lowest measured frequency alone that limits measurement time. The application of white noise as a perturbing signal may be considered as an extremism of the MFP approach. White noise is a signal that contains a continuous spectrum of frequencies with flat amplitudes. However, single-frequency components have quite low amplitudes, and the response to individual frequencies is also weak, often resulting in rather noisy spectra.

It is clear from the above that the application of FT methods can significantly reduce the time of spectrum acquisition; however, care must still be taken when FT methods are applied for systems with inherent instabilities. As these problems are also present when single-frequency sinusoid perturbations are applied, in what follows we will limit our attention to such single-frequency measurements.

There are two most common kinds of inherent instabilities in electrochemical systems: (i) when the acquired potential or current waveforms are drifting (i.e., a sinusoid of constant amplitude and phase is superimposed on a slowly changing, often non-periodic baseline); and (ii) when the impedance of the system is itself time dependent, resulting in enveloped (often damped) response waves.

**Figure 1.** In an FRA, admittance is determined based on the method of sine wave correlation. The voltage and current signals are multiplied by an in-phase (cosine) and a quadrature (sine) reference signal. The frequencies of both reference signals are the same as that used for excitation. Multiplied signals are then integrated over an integer number of cycles to yield the real and imaginary parts of the current and voltage phasors. Admittance (or impedance) is then available by a division of the two complex quantities.

**Figure 2.** The rejection ratio of sine wave correlators tends to improve as more cycles \( n \) are made subject to integration.
2.2. Diagnosing system instabilities using Lissajous plots

For diagnosing the afore-mentioned instabilities, close inspection of the measured signals (on the time domain) or the construction of Lissajous curves (current vs. potential plots) is recommended (Figure 3). Plotting the potential and current signals of an electrochemical cell as a function of time during impedance measurements is possible by using a two-channel oscilloscope (preferably, with AC coupling) equipped to the output signals of the potentiostat. Visually, the creation of Lissajous curves (by using the XY display mode) aids more in detecting system instability. In case of stable waveforms, the Lissajous curves form a motionless oval as in Figure 3(b); while baseline drifting (Figure 3(d)) and amplitude changes (Figure 3(e)) can easily be tracked as effects that cause disturbances that may either remain present or fade away with time. In some commercially available instruments, the creation of Lissajous curves is available in software, making this handy tool available even without the use of an external oscilloscope.

![Figure 3. Voltage and current waveforms containing a 20 Hz sinusoid component of 5 mV and, respectively, 5 μA amplitude on the time domain (a, c, e) and the corresponding Lissajous curves (b, d, f). The current lags the voltage by a 40° phase. In (a, b) both the voltage and the current signals are composed of pure sinusoids. In (c) and (d), the voltage and the current signals are superimposed on a slowly changing (drifting) baseline. In (e) and (f), the voltage is a pure sinusoid; the amplitude of the current response, however, slowly decreases with time.](image)

2.3. Diagnosing System Instabilities using Kramers-Kronig Transformations

In accordance with the notation used in the "Introduction", the impedance $Z$ of an electrochemical system is a complex function of the frequency $\omega$ [Eq. (11)]:

$$Z(\omega) = Z'(\omega) + iZ''(\omega)$$  \hspace{1cm} (11)

where $Z'$ and $Z''$ represent the real and imaginary parts of impedance, respectively. When $\omega$ is real and positive (i.e. when the driving voltage is $U_0e^{i\theta}$), then the real part of $Z$ is called the resistance and the imaginary part is called the reactance. We can also imagine cases where $\omega$ is complex, when the driving force has a real exponential time factor, so that we can consider the immittance function $(Z(\omega)$ or $Y(\omega))$ to be an analytic function of the complex variable $\omega$, and the methods of the theory of functions of a complex variable can be used for the derivation of specific relations which correspond to the Kramers-Kronig relations derived for a general transfer function. In most physically attainable cases $Z$ is analytic in the upper half plane for the complex frequency (i.e. when the imaginary part of $\omega$ is positive). The nature of the impedance is such that, if we reverse the sign of $\omega$, the resistance does not change, but the reactance changes sign.

According to the theory of transfer functions, certain relations can be established between the real and imaginary parts, $R(\omega)$ and $X(\omega)$ respectively, of a function [Eq. (12)]:

$$H(\omega) = R(\omega) + iX(\omega)$$  \hspace{1cm} (12)

which arise when $H(\omega)$ is the Fourier transform of a causal function $h(t)$. For instance, it can be shown that if $h(t)$ possesses no singularity at $t = 0$ then [Eq. (13)]:

$$X(\omega) = -\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{R(\omega_1)}{\omega - \omega_1} d\omega_1$$  \hspace{1cm} (13)

or [Eq. (14)]:

$$X(\omega) = \frac{1}{\pi} \int_{0}^{\infty} \int_{0}^{\infty} R(\omega_1) \cos \omega_1 t \sin \omega t d\omega_1 dt$$  \hspace{1cm} (14)

and [Eq. (15)]:

$$R(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{X(\omega_1)}{\omega - \omega_1} d\omega_1$$  \hspace{1cm} (15)

or [Eq. (16)]:

$$R(\omega) = -\frac{2}{\pi} \int_{0}^{\infty} \int_{0}^{\infty} X(\omega_1) \sin \omega_1 t \sin \omega t d\omega_1 dt$$  \hspace{1cm} (16)
Equations (13) and (15) are known as the Kramers-Kronig dispersion relations when they are applied to the scattering of radiation from atomic systems; in this context they imply a relation between the real part of the refractive index and the attenuation in a medium. In the context of servo-mechanisms they are often known as Bode’s relations. In a mathematical context transforms of the type introduced in Eqs. (13) and (15) are known as Hilbert transforms (or Kramers-Kronig (K-K) transforms). The Hilbert transform \( HT(x) \) of a function \( f(x) \) is defined as Eq. (17):

\[
HT(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{f(x_1)}{x_1-x} \, dx_1
\]

(17)

The divergence at \( x=x_1 \) is allowed for by taking the Cauchy principal value of the integral \( HT(x) = \frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{f(x_1)}{x_1-x} \, dx_1 \) (see Appendix B).

For example, starting from the impedance function of an electrochemical system, we can define an auxiliary function \( z(\omega) \) [Eq. (18)]:

\[
z(\omega) = Z(\omega) - Z_\infty - i\chi/\omega
\]

(18)

where the (real) constants \( Z_\infty \) and \( \chi \) are independent of the angular frequency.\(^{[41]}\) It is easy to see that the \( z(\omega) \) function defined in the above manner possesses the following properties: \( z(\omega) \to 0 \) as \( \omega \to \infty \) and \( z(\omega) \) is well behaved near \( \omega = 0 \). For an electrode where Faradaic reactions can occur, \( \chi = 0 \). On the other hand, for an ideally polarizable or blocked electrode \( \chi = -1/C \), where \( C \) stands for the capacity of the electrode, for instance, the double layer capacity. At high values of the frequency, \( Z^\prime = Z_\infty^\prime \) where \( Z_\infty \) is the uncompensated ohmic resistance of the system, e.g. in an electrochemical system the resistance of the solution, the connections, wires etc.

On the basis of the above considerations, we can conclude that the resulting expressions for the \( z(\omega) \) function are [Eqs. (19) and (20)]:

\[
Z^\prime(\omega) = Z^\prime(\infty) - \frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{Z^\prime(\omega_1) - \chi}{\omega_1 - \omega} \, d\omega_1
\]

(19)

\[
Z^\prime\prime(\omega) = \frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{Z(\omega_1) - Z(\infty)}{\omega_1 - \omega} \, d\omega_1 + \frac{\chi}{\omega}
\]

(20)

Or [Eqs. (21) and (22)]:

\[
Z^\prime(\omega) - Z^\prime(\infty) = \frac{2}{\pi} P \int_{-\infty}^{\infty} \frac{\omega_1 Z^\prime(\omega_1)}{\omega_1^2 - \omega^2} \, d\omega_1
\]

(21)

\[
Z^\prime\prime(\omega) = \frac{2\omega^2}{\pi} P \int_{-\infty}^{\infty} \frac{Z(\omega_1) - Z(\infty)}{\omega_1^2 - \omega^2} \, d\omega_1 + \frac{\chi}{\omega}
\]

(22)

As it has been shown e.g. in Ref. [37] other sets of similar relations between real and imaginary components of network functions can be derived.

According to Ref. [19] the K-K transforms of interest in analyzing impedance data measured in electrochemical systems are [Eqs. (23)–(27)]:

\[
Z^\prime(\omega) - Z^\prime(\infty) = \frac{2}{\pi} \int_{0}^{\infty} \frac{\omega Z^\prime(\omega_1) - \omega Z^\prime(\omega)}{\omega_1^2 - \omega^2} \, d\omega_1
\]

(23)

\[
Z^\prime(\omega) - Z(0) = \frac{2}{\pi} \int_{0}^{\infty} \frac{Z^\prime(\omega_1) - Z^\prime(\omega)}{\omega_1^2 - \omega^2} \, d\omega_1
\]

(24)

\[
Z^\prime(\omega) = -\frac{2}{\pi} \int_{0}^{\infty} \frac{Z^\prime(\omega_1) - Z(\infty)}{\omega_1^2 - \omega^2} \, d\omega_1
\]

(25)

\[
\psi(\omega) = \frac{2}{\pi} \int_{0}^{\infty} \log[Z(\omega_1)] \, d\omega_1
\]

(26)

\[
R_p = \frac{2}{\pi} \int_{0}^{\infty} \frac{Z^\prime(\omega_1)}{\omega_1} \, d\omega_1 = Z(0) - Z(\infty)
\]

(27)

where \( \psi(\omega) \) is the phase angle and \( R_p \) the polarization resistance.

The derivation of the Kramers-Kronig transforms is based upon four quite general conditions of the system being fulfilled. If these conditions are satisfied, the K-K transforms are purely mathematical results, and do not reflect any other physical property or assumptions concerning the physical properties of the system. The use of the Hilbert Transform (Kramers-Kronig Transform) is model independent. It relies on a mathematical relationship which must exist between the two components of an immittance function for a physically realizable system. Therefore, it can be used in the evaluation of the validity of the data free of any assumptions concerning mechanisms or models.

The usefulness of the Hilbert and Kramers-Kronig transforms in the processing of EIS data was underlined in several publications, e.g. in Refs. [42–46]. In Ref. [47] a general proof was given that the real and imaginary parts of a network function representing a physically realizable network with a distribution of relaxation times satisfy the K-K relations. Some interesting innovations in the field are discussed in [48–50].

The transfer function constitutes a valid impedance provided that the following criteria are met (it should be noted here, that the terminology used by different authors is far from being consistent, and even the number and meaning of the
necessary conditions that need to be met varies in different literature sources, see e.g. the survey in ref. [51], where an elegant mathematical foundation for validity tests of impedance data and of impedance-based modeling approach by means of mathematical system theory is presented).

2.3.1. Causality

The response of the system must be determined entirely by the perturbation applied and does not contain components from spurious sources. This means that, in the study of two related physical quantities, it should be possible to point out a cause-and-effect relationship between them. More specifically for electrochemical systems, this implies that e.g. the externally applied voltage can be considered as causing the current, or, if current is flowing in a system, a potential difference is built up which can be considered as being caused by the current.\[52\]

2.3.2. Linearity

The perturbation/response characteristics of the system must be described by a series of linear differential equations. This means that only the first-order term must be present in the response signal. Practically, this condition requires the transfer function to be independent of the magnitude of the perturbation. In the case of electrochemical systems, which are inherently non-linear, this condition is only met if small perturbation amplitudes, e.g., $\Delta U < RT/F$ are used.

2.3.3. Stability

Once the perturbation has been removed the system must return to its original state, i.e. the system may not change with time, nor continue to oscillate when the excitation signal is removed, which requires the system to be passive.

Note, that in the present context the term “stable” is used for systems exhibiting the so-called “asymptotically stable state”. Stability usually concerns the response of the interface to a small perturbing signal. However, it depends on both the intrinsic interface dynamics and characteristics of the regulating device. It means that stability refers to the behavior of the whole system. As it has been pointed out in\[53\] the term “stable” is sometimes confused with the existence of a steady-state, i.e. conditions that the system does not evolve during the experiment. In terminology of the theory of stability, two types of stability can be distinguished. If the response vanishes with time after withdrawing the perturbation, the system is called asymptotically stable. Conversely, if the response does not vanish but remains bounded (e.g., an oscillation is maintained), the system is called stable. If the system diverges from the steady-state when a perturbing signal is applied, the system is considered unstable.

2.3.4. Continuity and Finiteness

The impedance must be finite-valued and continuous over the frequency range $0 < \omega < \infty$. In particular, the impedance must be tending to a constant real value as $\omega \to 0$ and $\omega \to \infty$. However, for practical application of the K-K transforms this last condition is not critical (see later).

Impittance data which do not Hilbert transform correctly are obtained from a system which does not satisfy the four conditions, and the data may be rejected without further analysis. In principle, the validation of the impedance spectra can be executed by using Kramers-Kronig (K-K) or Hilbert transformations as described e.g., in Refs. [54–57]. As it has been shown in Refs. [58–60] the K-K transforms apparently are especially sensitive to violation of the stability constraint (i.e., to non-stationarity). Some peculiarities of the validation of resonant-type imittance data with KK transformation have been discussed in\[61\].

On the other hand, in a recent work it has been demonstrated that application of the Kramers-Kronig relations to the results of multi-sine measurements cannot be used to determine whether the experimental system satisfies the conditions of linearity, causality and stability\[62\].

Nevertheless, correct Hilbert (or K-K) transformation of the data is a necessary but not sufficient condition to ensure that the system has satisfied the above mentioned four criteria and does not guarantee the validity of the data, but it can increase our confidence in their correctness.

According to the above, failure of Kramers-Kronig test usually means that no good fit can be obtained using the equivalent circuit method\[63,64\]. On the other hand, it should be noted that the use of complex non-linear regression to analyze imittance data should also verify adherence to the required conditions because the models used in the fitting process themselves satisfy the conditions. The limitation of non-linear regression is that it is model dependent\[65\]. If the model (analog) is correct and the data are in fact valid, then a good fit will result, and the residuals will contain only random noise. Consequently, a good fit to the data with a physically realistic model will ensure the validity of the data to the same extent that correct K-K transformation would. If the model (analog) is incorrect but the data are still valid, the fit will be unsatisfactory. Conversely, if the model (analog) is correct but the data are invalid, then the fit will also be unsatisfactory. The difficulty arises in attributing poor fitting results correctly to either the model or the data. K-K transformation would be useful in this situation because of its model independence. With non-linear regression there is also the same question regarding the degree of sensitivity to violations of the four conditions.

It is known that there are some issues in applying KK testing techniques for the validation of measured impedance data. One of them is that the KK transform is strictly defined within the frequency range from 0 to $\infty$ (see above), whereas the measurements can obviously be performed in a finite frequency range (“limited bandwidth”). This means, that extrapolation of the measured data is inevitable. Some numerical techniques
have been proposed in the past to overcome these problems.\cite{35,66,67}

A feasible method for the validation of experimentally obtained impedance data is the so-called Z-HIT algorithm\cite{68} which involves the evaluation of a “local impedance integral” and therefore avoids extrapolation to the frequencies zero and infinity. Like KK transforms, the Z-HIT method allows the calculation of one component of the transfer function (the impedance modulus) from the other (phase angle).

Alternatives to Kramers-Kronig transformations have been discussed in.\cite{69} A model independent method to calculate the Hilbert Transform of immittance data based on the Fast Fourier Transform (FFT) has been discussed in.\cite{70}

It is worth mentioning that there is a simple experimental way (i.e., without using any mathematical analysis) to check whether the measured data meet the stability requirement or not. During point-by-point impedance measurements the successive impedance values are usually recorded in descending order of frequencies, i.e., from highest to lowest. If the system is time invariant (stationary) reversing the order of frequencies should give the same result. If two measurements (one by decreasing frequency and the 2nd immediately after the 1st by increasing frequency) are performed successively and the results are linked, one can easily see if there are differences between the two sets of data. Systematic deviations indicate that the system under test is time variant.

2.4. Correction for System Instabilities Caused by Baseline Drift

Several modifications of the standard Fourier transformation exist, which allow the determination of the amplitude and the phase of a sinusoid voltage or current waveform that is superimposed on a changing baseline; Figure 4 shows a comparison of these.

As shown in Figure 4(a), applying Fourier transformation directly to the measured waveform leads to heavily distorted magnitude-phase spectra that contain significant drift-originated contributions in the low frequency range. These cause a relatively big error in the determination of the main spectrum component, especially if the applied perturbation frequency and the time constant of baseline drift are comparable. If, like in Figure 4, the baseline drift quickly fades away, there is the possibility of applying the FFT only after a certain number of cycles are recorded, and several potentiostat manufacturers offer this option in their measurement automation software.\cite{71} Trimming the initial, drift-affected cycles leads to better spectra, but the option cannot be used for non-fading baselines (like it is always the case, for example, with dynamic impedance spectroscopy, where EIS measurements are superimposed, e.g., on the control waveforms of cyclic voltammetry).

Apart from trimming, a further available route in overcoming transient effects when Fourier transforming signals distorted by a drifting baseline is to apply windowing.\cite{72} That is, before being made subject to FFT, the signal is multiplied by a typically bell-shaped “window function” that has non-zero values only over a certain closed interval. Windows applied for the purpose of EIS may either be symmetrical or asymmetrical. The latter window functions may be fine-tuned to specifically reject certain types of baseline distortions, but in simple cases like in Figure 4(c), even the application of symmetric windows helps a lot. Here, a Hamming window\cite{70} was applied to the recorded waveform.

Although their use is not recommended for the drift correction of recorded EIS spectra, Figure 4(d) shows an example for the filtering of the recorded signal on the time domain. In this case, the applied filter is a (digital) high-pass Butterworth filter\cite{74} that practically removes all signal components under a certain threshold frequency (in case of Figure 4(d), the threshold frequency is 5 Hz). As can be seen, the obtained signal magnitude is close to the one applied for perturbation, however there is a significant error in the phase. Figure 4(d) thus demonstrates an important caveat of (both digital and, for that matter, analog) filtering: namely that filters always introduce a significant phase shift to the recorded waveforms. In electrochemical instrumentation it is easy to avoid digital filtering, analog filters are however almost always used in modern EIS measurements. The reason is that the AC components of the measured signals must be efficiently decoupled, and then amplified to be monitored by ADC samplers. The main message of Figure 4(d) is thus very important from the point of view of instrumentation: that is, when carrying out impedance measurements, care must be taken that either no filters are used, or the same filters are
applied to both the recorded voltage and the current, even if
some of these waveforms may look unaffected by drift, not
requiring filtering. When a drifting baseline is to be removed
digitally, de-trending algorithms based on the method of
discrete wavelet transformation (like those included in Lab-
VIEW) usually prove more effective than most digital filters, and
by their use the appearance of spurious phase shifts may be
avoided.

In case of more drastically changing baselines, the calcu-
lation of rotating Fourier transforms, as proposed by Stoynov,
may be successfully applied to recover the perturbing ampli-
tude and phase. Provided that \( y(t) \) is a measured signal, its
phase definite Fourier transform (PFT, a name coined by
Stoynov) can be calculated, using numerical integration, at
frequency \( f \) as Eq. (28):

\[
\text{PFT}(f) = \frac{2}{nT} \int_{t}^{t+NT} y(t) \cdot e^{-2\pi i ft} \, dt,
\]  

(28)

Integration in the above equation is to be carried out using
a time window of length \( n \cdot T \) that contains exactly \( n \) integer
periods of the applied perturbing waveform (of period \( T \). For a
signal that consists not only of a single sinusoid, but also an
additional drifting baseline, the integration may yield different
results, depending on the \( \tau \) initial time of integration. This is
what makes the transformation phase (i.e., initial time) definite.

Provided that we choose different \( \tau \) values lying between 0
and \( k \cdot T \) as starting times of the integration (\( k \) is also an integer),
the expected value of the above integral may be calculated in
the form of the following time average [Eq. (29)]:

\[
\text{RFT}(f) = \frac{2}{nKT} \int_{0}^{KT} \int_{\tau}^{\tau+NT} U(t) \cdot e^{-2\pi i ft} \, dt \, d\tau
\]  

(29)

The above selection for the integration limits of \( \tau \) makes it
possible to interpret (the outer) integral as an integration by
phase. Since the initial phase rotates an integer number of
periods, Stoynov called this transformation a rotating Fourier
transform (RFT). In his paper \cite{Stoynov1999}, Stoynov showed that the
simple RFT (as defined by eq.(29)) is already orthogonal to any
first-order (linear) terms of the noise spectrum. E.g., it can be
seen that for a signal of the form [Eq. (30)]:

\[
U(t) = A \cos(2\pi f_0 t + \phi) + bt + c,
\]

(30)

that is, a sinusoid superimposed on a linear trend, the
corresponding RFT is [Eq. (31)]:

\[
\text{RFT}(f) = \frac{2Af^2 \sin^2 \left( \frac{\pi f_0}{2} \right) \left( f^2 + f_0^2 \right) \cos \left( 2\pi f_0 t + \phi \right)}{(f^2 + f_0^2)^2 \pi^2},
\]

(31)

that in case of \( f \to f_0 \) simplifies to [Eq. (32)]:

\[
\text{RFT}(f_0) = Ae^{i\phi}.
\]

(32)

However, in Ref. [77] Stoynov already generalized Equation
(29) to an expression that accounts for disturbances of
higher order. (Unfortunately, this has not facilitated a better
understanding.)

According to Stoynov, a rotating Fourier transformation of
order \( m \) can be described by the following formula [Eq. (33)]:

\[
\text{RFT}_m(f) = \frac{2}{n^{m-1} T \prod_{k=0}^{m-1} k} \int_{t}^{t+NT} \int_{0}^{NT} U(t) \cdot e^{-2\pi i ft} \, dt \, d\tau \, dr_m,
\]

(33)

that is, by calculating more than one time averages. The
method of Stoynov proved exceptionally useful for the recovery
of small signal perturbation characteristics superimposed on
quickly changing baselines. As shown in Figure 5, an \( m \) order
RFT yields a perfect estimate for the magnitude and phase of a
sinusoid added to an \( m \) order polynomial. While for more
erratic baselines higher order RFTs (\( m = 3 \) or 4) may have to be
applied, the method of rotating Fourier transformation provides
excellent means for drift rejection during electrochemical
impedance measurements.

### 3. Systems of Time-Dependent AC Response

In case, however, when not only the baseline is drifting but (as
was shown, for example, in Figure 3) also the AC response
is subject to temporal changes, other methods have to be applied
to determine the time dependence of impedance spectra. One
convenient possibility of determining time-varying impedances
is by the construction of generalized spectrograms, as shown in
Figure 6. The definition of the spectrogram relies on Gabor
transform, described in 1946 by the Hungarian Nobel laureate
Denes Gabor. A subclass of short-time Fourier transforms
(STFTs) the Gabor transform is used to retrieve the amplitude
and phase content of local sections of a signal at different
frequencies, as the signal changes with time. The measured
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**Figure 5.** A 10 Hz sinusoid of 20° phase (vs. the cosine function) and 5 mV amplitude is superimposed on a rapidly changing, second-order baseline (100 mVVs -2 \( t^2 \) + 20 mVVs -1 \( t \) (a). Magnitude spectra of the waveform prepared by classical Fourier transformation, as well as by 1st and 2nd order rotating Fourier transformation (b).
signal is first multiplied by a Gaussian function, which can be regarded as a window function, and the resulting function is then transformed with a Fourier transform to derive the time-frequency analysis. To show the performance of spectrograms, the time dependent signal in Figure 6(a) was transformed to a time-frequency grid in Figure 6(b), using the algorithm available in the Advanced Signal Processing Toolkit of LabVIEW. As can be seen, time-frequency analysis based on Gabor spectrograms provide excellent means for studying the time dependence of the AC response of systems. Although not yet available in any commercial EIS analysis software, it is expected that these results of modern digital signal analysis will have a significant future impact on the interpretation of EIS measurements.


4.1. The GAUSSIAN Window

Darowicki et al. developed a method to determine instantaneous impedance spectra by the connection of the pseudo-white noise, and short-time Fourier transformation (STFT) methods. By this coupling, the impedance spectra can be determined as the function of time. The perturbation signal was a package of $n$ sinusoidal voltage signals with the same amplitude but different frequencies. The response of the investigated signal was a package of elementary current components of the same frequency composition. However, phase angles depend on the properties and characteristics of the investigated process. The Fourier transformations of the elementary current signal do not reflect changes in the investigated system in time. In contrast, STFT transformation, which differs from the regular Fourier transform by a term called the Gaussian window, reflects the frequency composition of the perturbation package and the amplitude changes in time, allows determination of the frequency spectrum changes as the function of time. Basically, during the STFT transform a signal portion was cut out by the window with a Gaussian peak shape, and then a regular Fourier transformation was performed. The procedure was carried out in the whole time range, in which the analyzed signal has been recorded. By carrying out a local Fourier transformation for each localized time range determined by the value $a(t)$ (where $a(t)$ is the variance of the Gaussian peak in the domain of time), instantaneous power density spectra were obtained. In the case of the stationary signal, there was no time dependence of the obtained power density spectra. When the signal was non-stationary, the dependence of the spectral power density on time becomes evident. By using the method of pseudo-white noise analyzed by the STFT method time-frequency impedance/admittance spectra can be obtained. The frequency resolution and time selectivity of the total time-frequency analysis of impedance/admittance spectra depends on the choice of size of the Gaussian window. However, a drawback of the method is that it is not possible to register the impedance spectra in a wide range of frequencies. See Figure 7.

4.2. Odd Random Phase Multisine with a Random Harmonic Grid

Hubin et al. described a measurement method for electrochemical impedance spectroscopy, using specially designed broadband excitation signals. A procedure was proposed to quantify and correct for the time-evolution by means of the calculation of an instantaneous impedance. A multisine composed by odd harmonics of a base frequency, removing every third frequency was employed. The impedance, the level of the disturbing noise, the non-linear distortions, and the non-stationary behavior were measured simultaneously. Using the odd random phase multisine excitation signal (ORP-EIS), they were able to correct the effect of the time-evolution of the system on the impedance spectra. By the acquisition of consecutive data sets, the variation of the impedance with time was reconstructed. However, they needed to assume a particular shape of the time variation of the impedance. The final results were modeled using equivalent circuits.

4.3. Dynamic Multifrequency Analysis

Battistel et al. introduced the dynamic multi-frequency analysis (DMFA) and compared it with a set of consecutive
stationary impedance spectra on the ground of a simulated system consisting of a redox couple in solution in contact with a platinum electrode. The mathematical formulation of the conciliation of time dependence into the concept of impedance was presented. A new fitting algorithm with the usage of standard equivalent circuits and an algorithm\[^9\] for handling the time variation of the fitting parameters were proposed and tested. During the fitting procedure, the Randles circuit: \(R_c + C_s/(R_{ct} + W)\), (where \(R_c\) is the resistance of the electrolyte, \(C_s\) is the differential interface capacitance, \(R_{ct}\) is the charge transfer resistance) was used. \(C_s\) was larger in the case of the dynamic impedance and shows a lower variation. The voltage profile of the cyclic voltammetry had a small influence on the value of the double layer capacitance both in stationary and dynamic conditions. The Warburg element (\(\sigma\)) had a minimum in correspondence of \(E_{1/2}\) which is influenced by the ratio of the diffusion coefficients of the redox couple, while the minimum of the charge transfer resistance was determined also by the symmetry factor of the reaction. \(R_{ct}\) and \(\sigma\) did not overlap either between stationary and dynamic impedance nor between cathodic and anodic scan. See Figure 8.

### 4.4. Potentiodynamic Electrochemical Impedance Spectroscopy

Ragoisha et al.\[^9\] used the so-called potentiodynamic electrochemical impedance spectroscopy (PDEIS) to investigate the irreversible lead underpotential deposition (upd) on tellurium. The idea of PDEIS bases on the extension of electrochemical impedance spectroscopy (EIS) to use it under non-stationary conditions, similar to cyclic voltammetry (CV). With the usage of potentiodynamic electrochemical impedance spectroscopy 3D picture can be got that characterizes not only the dc current but the potential dependence of the impedance spectra as well. In order to measure a PDEIS spectra of non-stationary systems virtual instruments operating in the real-time mode are needed. It is important to note, that in this case, the frequency range is necessarily narrower compared to the commonly used non-dynamic EIS.

### 4.5. Dynamic Electrochemical Impedance Spectroscopy

Sacci and Harrington\[^99-101\] developed software and hardware for dynamic electrochemical impedance spectroscopy (dEIS), which is a similar method to short-time Fourier Transform (STFT). The system on top of a potential sweep applies a continuous computer-generated small-amplitude multisine waveform. The hardware is compatible with any analog potentiostat since the digitalization of the current and voltage signals takes place in a USB controlled instrument. Advantage of this method, that the impedance spectra can be measured incessantly around a cyclic voltammogram, ergo it is suitable for non-stationary conditions. In addition, when dc and ac signals are generated from separate sources, one can get more freedom in the types of dEIS experiments.

Before the fast-Fourier transform of the measured signals (current and potential), a baseline correction needs to be taken. The impedances can be got by the quotient of the complex transformed potential and current. Dummy cell was used to test the dEIS method, which is usable both steady-state EIS, chronocapacitometric EIS, and potential sweep EIS experiments.

### 4.6. Rotating Fourier Transform

One of the kernels of electrochemical impedance spectroscopy is the Fourier Transform (FT). However, its usage under non-stationary conditions is not recommended, because methodical errors are produced. To solve this problem, Stoynov\[^27,102,103\] developed a new mathematical transform, the so-called Rotating Fourier Transform (RFT), and also showed its first experimental application. The method of Stoynov, described in detail in a previous section, was recommended by Stoynov to be used in corrosion, passivation, AC polarography, or battery studies.

The form of the new transform is [Eq. (34)]:

\[
X(\omega, \psi; N) = \frac{1}{2\pi i N} \int_{\psi} w d\psi
\]

where [Eq. (35)]:

\[
w = \frac{1}{NT} \int_{t} x(t) e^{-i\omega t} dt
\]

where \(x(t)\) is the input signal. As it can be seen in Eqs. (34) and (35), the classical integration of the Fourier Transform is spread over an integer number of periods and it rotates \(n\) times, in this reason the new name of the transform is “Rotating”.

Equation (34) can be generalized further, and Multiple Rotating Transform (MRT) is defined [Eq. (36)]:

\[
x^{*}(i\omega) = \left\{ (2\pi)^{n} \prod_{i=1}^{n} \right\}^{-1/2} \int_{\psi} w d\psi \cdot d\psi_{-1}
\]
where the order v is orthogonal to all n terms \( n = v \) of the aperiodic noise Taylor spectrum.

Both of the new methods (RFT and MRFT) keep the property of the original Fourier Transform with respect to periodic signals.

It is important to note, that simple back transforms are unable to restore the filtered initial constant value and its time-derivatives, for that other mathematical tools should be used. The robustness of the RFT was also tested: the variations of the initial phase of a single frequency record was produced impedance results with \( \Delta < 0.25^\circ \) phase differences.

The author recommends some electrochemical fields, where RFT method can be used: corrosion, passivation, AC polarography, or measurement of the battery impedance during its operation, but it can be also useful in physics, geophysics, and material science.

4.7. Fast Time-Resolved EIS

Popkivb developed a two-cells measurement method for fast EIS measurements, that can be used under non-stationary conditions.\(^{105,106}\) The relaxation component of the response signal is subtracted in real-time. This experimental method uses two identical electrochemical cells (the second one is a reference cell) to eliminate relaxation currents from the response current due to changes in the DC bias voltage.

As the schematic diagram of the measurement set-up (Figure 9) shows, in order to set equal DC conditions for both cells, DC bias voltage \( \bar{U}_{bias} \) is applied to the input terminals of both potentiostats. To avoid phase and amplitude distortions the second potentiostat needs better frequency response, that is the reason for the usage of the perturbation AC voltage \( U_{pert} \) in this case. To get a voltage proportional to the response current \( I_{bias} \) the IC #3 differential amplifier was used. In this way, the relaxation currents can be eliminated from the response current, if both cells are identical.

4.8. Method of Determining Instantaneous Impedance Diagrams for Non-stationary Systems Based on a Four-Dimensional Approach

Stationarity usually refers to a system that exhibits stationary behavior through time. Non-stationarity then refers to something that is changing over time. This means that non-stationary behavior of a system clearly violates the stability criterion for transfer functions. However, it is possible to show that under some suitable conditions time dependence can be conciliated into the concept of impedance. Perhaps the most straightforward (approximative) method is that proposed by Stoynov (and developed further by other authors) for determining (or reconstruction) instantaneous impedance diagrams for non-stationary systems based on a four-dimensional approach.\(^{68,100,105--107}\) The “instantaneous impedance” is defined as an instantaneous projection of the non-stationary state of the system into the frequency domain. (A related and only slightly different data treatment method can be found in refs. \(^{108,109}\).)

This post-experimental analytical procedure (the “4-dimensional analysis”) provides for correction of the systematic errors, arising during the measurements of time-evolving impedance, i.e. when the consecutive impedance measurements are performed at different system states, but each of the data points obtained at a given frequency can be accepted as “valid” impedances in the classical sense. The method is, in principle, based on the assumption that only insignificant changes in the system occur during the time required for measurement of a single data point, and the measured “impedance spectra” (and not the single data points) are corrupted by errors caused by the system evolution during the experiment.\(^{105,106,110--114}\) In other words, the errors due to non-stationarity are reflected by the structure of the data and not by the individual data values.

The basis of the four-dimensional analysis method is the assumption that the state space and the parameter space (i.e., the space of possible parameter values that define a particular mathematical model) are continuous. On the other hand, no assumptions concerning the quality or structure of the system under investigation are needed for the application of the method. The application of the method requires the subsequent recording of “impedance” data sets at the same set of frequencies (Figure 10(a)). A data point recorded at a particular test frequency should additionally contain the time information of the measurement (these so-called “timestamps” can be the starting or ending times of the measurements of the individual impedance values, arithmetic or other suitably selected averages, etc.). Thus, the experimental data form a set of 4-dimensional arrays, containing the timestamp, frequency, and the real and imaginary components of the impedance (Figure 10(b),(c)). For every measured frequency two one dimensional functions of “iso-frequency dependencies” (e.g., for the real and for the imaginary components) are constructed. On the basis of the continuity of the evolution, interpolation (and/or extrapolation) is performed (e.g., by using smoothing or interpolating cubic spline or other interpolation functions) resulting in instantaneous projections of the full impedance-
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time space and "reconstructed" instantaneous impedances related to a selected instant of time (i.e., the beginning of each frequency scan) (Figure 10(d)). Thus, a set of impedance diagrams is obtained, containing instantaneous impedances corresponding to the same time moments. Each of these impedance diagrams can be regarded as stationary, free of non-steady-state errors.

One may conclude from the above considerations that that the four-dimensional analysis method is most effective in the correction of impedance data measured at low frequencies. Whereas this conclusion may be correct, it has recently been shown that the 4-dimensional analysis method is an effectual tool for handling non-stationary data sets recorded at higher frequencies as well.  

In these studies, the method was successfully applied for the determination of some characteristic impedance parameters of overoxidized gold | poly(3,4-ethylenedioxythiophene) (PEDOT) | sulfuric acid (aq) electrodes. For instance, the charge transfer resistance corresponding to different time moments, including the time instant just after the overoxidation of the polymer film, could be determined, proving that the 4-dimensional analysis method can not only be used for the correction of the actually measured impedance data, but it opens up the possibility of the estimation of the impedance spectra outside the time interval of the measurements. According to the results the so called "low frequency capacitance" or "redox capacitance" of the polymer film is almost time independent. This means that the changes of the impedance spectra with time are solely due to time evolution of the charge transfer resistance and the double layer capacitance at the gold substrate/polymer interface. Consequently, in these cases the high and medium frequency regions of the impedance spectra are stronger affected by the time evolution than the values measured at low frequencies. (It should be noted here that apparently there are no generally accepted standard frequency ranges in electrochemical impedance spectroscopy (EIS). To assist with the interpretation of the EIS data, usually three frequency ranges are identified. These include a "high" frequency range from about 1 kHz up to 10 MHz, an "intermediate" (or "medium") frequency range from 1 kHz to 1 Hz (or 0.1 Hz), and a "low" frequency range with frequencies below 1 Hz (or 0.1 Hz). However, the selection (or definition) of the potential ranges may depend on the properties of the system under investigation and the boundaries may be blurred.)

A free installer package of the software presented at the 71st Annual Meeting of ISE for the correction of "impedance" data measured under non-stationary conditions can be downloaded from the following link.

5. Concluding Remarks

Methods based on impedance measurements have been continuously growing in popularity over the past decades. This is not necessarily because of the universal applicability of the technique, but rather because the availability of devices for automated impedance measurements has steadily increased over the same time period. In addition, manufacturers' brochures often suggest that using highly automated equipment the measurements can be carried out routinely with little technical effort, and the evaluation of the measured data can be performed with ease using the included software packages.

Unfortunately, the design of a valid EIS measurement is not trivial in practice as the systems under test also have to meet certain requirements concerning the possibility of measuring true impedance values, and, in particular, true impedance spectra. One of the most underestimated problem lies in the validity of measured "impedance" data. The key ingredient to overcome this problem is to perform the EIS measurement in such way, that certain a priori technical assumptions are fulfilled. However, this is not always possible. One of the most serious problems encountered in the reliable measurement of impedance data is that many electrochemical systems (including biological, reacting, and corroding systems) are intrinsically non-stationary and potentially unstable. The methods proposed for handling such situations include tools and techniques for performing EIS measurements in such way that certain a priori technical requirements are fulfilled as well as post-experimental procedures such as "the 4-dimensional analysis" method.

In the last decades, several methods have been proposed in the literature to handle issues connected with impedance measurements in time-varying (non-stationary) systems, however, the most advanced methods are not commonly implemented. One of the reasons for this underuse could be the methodological complexity of the techniques. Most probably another reason is the lack of adequate software solutions and/or specific guidance concerning the functioning of the software applications.

The purpose of this work was to provide an overview and guidance on some of the practically relevant methodologies.
published in the literature to address problems related to impedance measurements in time-varying systems.

Appendix A

**Fourier Transform**

Fourier transform (FT) is a mathematical transformation that decomposes functions depending on time (or space) into functions depending on frequency (spatial or temporal). The term “Fourier transform” is used for both the frequency domain representation and the mathematical operation that associates the frequency domain representation to a function of time. There are several common conventions for defining the Fourier transform of an integrable function $g$. One of them can be written in terms of the frequency $f$ or angular frequency $\omega$ (the Fourier transform of a function $g$ is traditionally denoted $\hat{g}$, by adding a circumflex to the symbol of the function) [Eq. (A1)]:

$$F\{g(t)\}(\omega) = \hat{g}(\omega) = \int_{-\infty}^{\infty} g(t) e^{-i\omega t} dt = \int_{-\infty}^{\infty} g(t) e^{-2\pi i \omega t} dt$$  \hspace{1cm} (A1)

A reason for the negative sign in the exponent is that it is common in electrical engineering.

The Fourier Transform of a function can be derived as a special case of a Fourier Series of a function $g(t)$ when the period $T \rightarrow \infty$.

Start with the Fourier Series synthesis equation [Eq. (A2)]:

$$g(t) = \sum_{n=-\infty}^{\infty} c_n e^{2\pi i nt/T},$$  \hspace{1cm} (A2)

where the $n$th series coefficient $c_n$ is given by [Eq. (A3)]:

$$c_n = \frac{1}{T} \int_{-T/2}^{T/2} g(t) e^{-2\pi i nt/T} dt.$$  \hspace{1cm} (A3)

Eq. (A3) can also be written as [Eq. (A4)]:

$$Tc_n = \int_{-T/2}^{T/2} g(t) e^{2\pi i nt/T} dt = \int_{-T/2}^{T/2} g(t) e^{i\omega_n t} dt.$$  \hspace{1cm} (A4)

Equation (A1) is obtained if $T \rightarrow \infty$, $\omega = n\omega_0$ and $\hat{g}(\omega) = Tc_n$.

The integral for the Fourier transform can be studied for complex values of its argument. Depending on the properties of $g$, this might not converge off the real axis at all, or it might converge to a complex analytic function for all values of [Eq. (A5)]:

$$f = \sigma + \imath \tau,$$  \hspace{1cm} (A5)

or something in between.

**Laplace Transform**

The Fourier transform is related to the Laplace transform (LT), which is also used e.g., for the solution of differential equations or the analysis of filters. The (unilateral Laplace transform) is defined by [Eq. (A6)]:

$$L\{g(t)\}(s) = \int_0^{\infty} g(t) e^{-st} dt$$  \hspace{1cm} (A6)

where $g(t)$ is defined for $t \geq 0$. The unilateral Laplace transform is almost always what is meant by “Laplace transform”, although a bilateral Laplace transform is sometimes also defined as [Eq. (A7)]:

$$L\{g(t)\}(s) = \int_{-\infty}^{\infty} g(t) e^{-st} dt.$$  \hspace{1cm} (A7)

(for more details see Refs. [117,118]).

**Appendix B**

**Cauchy Principal Value**

An integral from minus infinity to plus infinity is usually a limit defined by [Eq. (B1)]:

$$I_1 = \int_{-\infty}^{+\infty} f(x) \, dx = \lim_{\xi_1,\xi_2 \to \infty} \int_{\xi_1}^{\xi_2} f(x) \, dx,$$  \hspace{1cm} (B1)

where the quantities $\xi_1$ and $\xi_2$ tend to infinity independently of each other. If an improper integral in the above sense is divergent, by introducing $\xi = \xi_1 = \xi_2$ into eq. (B1) the integral can be given a somewhat limited interpretation known as Cauchy principal value, defined by [Eq. (B2)]:

$$I_2 = P \int_{-\infty}^{+\infty} f(x) \, dx = \lim_{x \to \infty} \int_{-\xi}^{\xi} f(x) \, dx,$$  \hspace{1cm} (B2)

It is possible that the limit (B2) exists, but not that in (B1), e.g. if $f(x) = x$, then $I_2$ equals zero, but $I_1$ has no meaning.

In fact, the integral (B2) of all odd functions equals zero, whereas (B1) might not exist. For example, $P \int_{-\infty}^{+\infty} \frac{dx}{x} = 0$.

A similar interpretation applies also for singularities at finite points; if $f(x) \to \infty$ for $x \to x_0$, then the integral of $f(x)$ in an interval $[\xi_1,\xi_2]$ containing $x_0$ can be defined by [Eq. (B3)]:

$$\int_{\xi_1}^{\xi_2} f(x) \, dx = \lim_{\xi_1,\xi_2 \to -0} \left[ \int_{\xi_1}^{x_0} f(x) \, dx + \int_{x_0}^{\xi_2} f(x) \, dx \right]$$  \hspace{1cm} (B3)
where the quantities $\varepsilon_1$ and $\varepsilon_2$ tend to zero independently of each other. If such a limit does not exist, it is a common usage to define the Cauchy principal value of the integral as [Eq. (B4)]:

$$ P \int_{\varepsilon_1}^{\varepsilon_2} f(x) \, dx = \lim_{\varepsilon \to 0} \left[ \int_{\varepsilon_1}^{-\varepsilon} f(x) \, dx + \int_{\varepsilon}^{\varepsilon_2} f(x) \, dx \right] $$

(B4)

For example, the $\int_{-\varepsilon}^{\varepsilon} f(x) \, dx$ integral is divergent, however,

$$ \lim_{\varepsilon \to 0} \left[ \int_{-\varepsilon}^{0} f(x) \, dx + \int_{0}^{\varepsilon} f(x) \, dx \right] = \lim_{\varepsilon \to 0} [0] = 0. $$

Another, very important example is the integral $\int_{-\varepsilon}^{\varepsilon} a < c < 0$

It is clear, that $l$ has no meaning in the usual sense if $\varepsilon_1$ and $\varepsilon_2$ are independent, since the expression [Eq. (B5)]:

$$ \int_{\varepsilon}^{c+\varepsilon} \frac{dx}{c-x} + \int_{c}^{c+\varepsilon} \frac{dx}{c-x} = \ln \frac{c-a}{b-c} + \ln \frac{c+a}{c} $$

(B5)

is indefinite.

However, with $\varepsilon_1 = \varepsilon_2 = \varepsilon$ we obtain an expression which is independent on $\varepsilon$ [Eq. (B6)]:

$$ \int_{a}^{c-d} \frac{dx}{c-x} + \int_{c}^{c+d} \frac{dx}{c-x} = \ln \frac{c-a}{b-c} $$

(B6)

It means, that $P \int_{a}^{c} \frac{dx}{c-x} = \ln \frac{c-a}{b-c}$ In addition, for $a = -b$ (see. eq. (B2)) $\lim_{b \to -\infty} \ln \frac{c+b}{b-c} = 0$, therefore the following equations are also true [Eq. (B7)]:

$$ P \int_{-\infty}^{+\infty} \frac{dx}{c-x} = \int_{-\infty}^{+\infty} \frac{dx}{c-x} = 0. $$

(B7)

The Cauchy principal value can also be defined in terms of contour integrals of a complex-valued function [Eq. (B8)]:

$$ f(z) : z = x + iy, \ y, x \in \mathbb{R}, $$

(B8)

with a pole on a contour $C$ (for more details see Refs. [119–121]).

Let $C(\varepsilon)$ be that same contour, where the portion inside the disk of radius $\varepsilon$ around the pole has been removed. Provided the function is integrable over the latter contour (no matter how small $\varepsilon$ becomes), then the Cauchy principal value is the limit [Eq. (B9)]:

$$ \lim_{\varepsilon \to 0} \int_{C(\varepsilon)} f(z) \, dz = P \int_{C} f(z) \, dz $$

(B9)

In the case of functions which are integrable in absolute value ("Lebesgue-integrable"), the above definition coincides with the standard definition of the integral.
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